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Abstract
Virtual reality (VR) enables immersive applications that
make rich content available independent of time and space.
By replacing or supplementing physical face-to-face meet-
ings, VR could also radically change how we socially inter-
act with others. Despite this potential, the effect of transfer-
ring physical collaborative experience into a virtual one is
unclear. Therefore, we investigated the experience differ-
ences between a collaborative virtual environment (CVE)
and a physical environment. We used a museum visit as
a task since it is a typical social experience and a promis-
ing use case for VR. 48 participants experienced the task
in real and virtual environments, either alone or with a part-
ner. Despite the potential of CVEs, we found that being in a
virtual environment has adverse effects on the experience
which is reinforced by being in the environment with another
person. Based on quantitative and qualitative results, we
provide recommendations for the design of future multi-user
virtual environments.
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Introduction & Background
Virtual reality (VR) enables experiences that can be sim-
ilar to or completely different from the real world. Recent
commercial development made VR affordable for the wider
population. Consequently, VR is increasingly used in sev-
eral fields, including entertainment, digital prototyping, ther-
apy, training, and education [11, 12]. Collaborative Virtual
Environments (CVEs) are especially an interesting domain
of VR as they enable users to meet independently of their
physical location virtually. CVEs were one of the first VR
use cases [6, 23] and enable multiple users to collaborate
and work in the same virtual environment [10]. As they
reduce the need for traveling to share experiences, it has
even been argued that CVEs could contribute to reduce our
carbon footprint [18].

Figure 1: The experiment’s four
conditions (from up to down): Two
participants in virtual reality, a
single participant in virtual reality,
two participants in the physical
space, and a single participant in
the physical space.

While CVEs do not require users to meet physically, and
the VR technology has become widely available, research
and industry still rely on physical meetings. Earlier work
was mainly concerned with the technical challenges, such
as the architecture [25] or the implementation [13] of CVE
systems. Today, however, the number of massively multi-
player online games, such as Rec Room1 or the Tabletop
Simulator for VR2 are available and widely accessible. This
shows that many technical challenges have been solved.
Some reasons might explain why successful CVE appli-
cations are currently limited to the entertainment domain.
For example, other users’ avatars could trigger the uncanny
valley effect [17, 22], a mismatch between a user’s physi-
cal appearance and the user’s avatar can be irritating [1],
and imprecise tracking could demand users to be overcau-
tious [3, 20]. The fidelity of CVEs dramatically increased in

1https://rec.net
2https://store.steampowered.com/app/286160/Tabletop_

Simulator

recent years. Thus, it is unclear how experiencing a CVE
differs from experiencing a physical counterpart.

Investigating CVEs requires an environment that provides a
believable benefit and social experience for multiple users.
Visiting museums is a typical social activity. Several stud-
ies indicated the collaborative nature of museum visits by
showing how couples or groups navigate, encounter, share
and experience the museum items and how the visitors
communicate their experience to other visitors or a mu-
seum guide [5, 24]. Previous work showed that museum
visitors prefer to engage in social learning experiences [8].
These works indicate the significance of co-participating
in museum experiences. Furthermore, cultural heritage is
repeatedly proposed as a serious use case for VR [4]. VR
enables virtual conservation and restoration of destroyed or
damaged artefacts [2, 9, 14], as well as learning about cul-
tural heritage [7, 15]. While virtual museums are a relevant
research domain on their own, we focus on using them as
an example of a social experience.

In this paper, we explore the differences between an immer-
sive social virtual environment and a physical counterpart
when being alone or together with a partner. We use mu-
seum experience as a social activity. We focus more on
the accompanied visit than on the collaboration. In a study
with 48 participants, we compared virtual and real museum
environments. Participants experienced the real and the
virtual museum either alone or accompanied. Our work
showed that being in a virtual environment has adverse
effects on the museum experience which is reinforced by
another person. Based on quantitative and qualitative re-
sults, we provide recommendations to improve the design
of future multi-user virtual environments.
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Method
We conducted a study to learn how physical and virtual so-
cial experiences differ when being alone or accompanied.
We simulated a museum visit as a typical social experience.
Thus, we prepared an exhibition room in our lab that con-
tained two exhibits placed at the opposite sides of the room.
To counterbalance the order of exhibits, we prepared four
exhibits. Each exhibit consisted of a bust and a painting of a
composer. We placed the bust on a rectangle bar table that
resembled a pedestal and attached the painting to a small
whiteboard (see Figure 2). For each exhibit, we prepared
an audio guide that described the life of the composer by
referencing to the bust and the painting. It also contained a
short music piece by the composer. The audio guides took
on average 215 seconds. Thus, an exhibition scene con-
tained two pairs of busts, paintings, and the audio guide. To
recreate the exhibition in VR, we created a 3D model of the
physical room and the exhibits (see Figure 3). For the VR
conditions, participant’s body was accordingly visualized us-
ing a high-precision motion capture system. Therefore, we
used male and female avatars with two alternative versions
by altering the color of their clothes (see Figures 1 and 3).
Both the model and skeleton of the avatars were based on
the Genesis 8 model in DAZ3D 3.

Figure 2: A pair of participants
immersed in VR while standing
physically as well as virtually in
front of one of the exhibits.

We conducted a mixed-design study with two independent
variables: VISITOR and ENVIRONMENT. Both independent
variables had two levels resulting in four conditions (see
Figure 1). We used VISITOR (alone, accompanied) as a
between-subjects variable to reduce sequence effects. As
the within-subjects variable, we used ENVIRONMENT (vir-
tual, real) to enable participants compare the real and the
virtual museums. As a dependent variable, we measured
participants’ comprehension of the exhibits. We prepared
ten multiple-choice questions with four possible answers

3https://www.daz3d.com

for each exhibit. The questions were based on the audio
guides. The difficulty of the comprehension questions for
each exhibit was similarly distributed and was in the ac-
ceptable range (30-70%) [16]. Furthermore, we used the
Igroup Presence Questionnaire (IPQ) to determine the
experienced presence [21]. For the accompanied condi-
tions, we measured co-presence using the questionnaire by
Poeschl and Doering [19]. Participants filled the question-
naires individually, even when experiencing the exhibition
visits as a pair. Moreover, for the accompanied conditions,
we recorded the participants’ position to derive participants’
relative distances to each other. Finally, participants were
asked to provide qualitative feedback for each condition.

We recruited 48 participants (17 female) through our uni-
versity’s mailing lists. Their average age was 25 years
(SD=3.8). We randomly distributed male and female par-
ticipants across the two levels of VISITOR. However, we
ensured that participants in the accompanied conditions
knew each other. Participants were mainly students study-
ing technical disciplines. 77.08% of participants had experi-
ence with VR.

As an apparatus, we used two HTC Vive headsets with
wireless adapters to enable participants to move within
the tracking volume freely. We used Unity 3D (Version
2018.3.11f1) to develop the virtual museum, and the scene
was rendered by two identical high-performance PCs run-
ning Windows 10, Intel i7-8750H, 16GB RAM, and an NVIDIA
GeForce GTX 1060 graphics card. To track participants in
full-body motion, we used an OptiTrack motion tracking sys-
tem4 with twelve cameras (eight PRIME 13 and four PRIME
13W). The motion tracking software was running on a ded-
icated PC with Windows 10, Intel i7-8700, 26GB RAM, and
an NVIDIA GeForce GTX 1080 graphics card.

4https://optitrack.com
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Participants wore a marker-based full-body motion cap-
ture suit with 49 markers (see Figure 2). They could freely
move within the 4.2m x 3.9m tracking volume. We marked
the boundary of the tracking volume with white stripes on
the floor, both in the real and virtual environments. Partic-
ipants wore the full-body motion capture suits throughout
all conditions to record their position in VR and the physical
scenes. Independent of the environment, participants could
activate the audio guides using the HTC Vive’s controllers
we handed them. The audio guides were played through
speakers mounted on the ceiling.

Figure 3: One of the exhibits used
in the study that consisted of a
bust, a picture, and a verbal
description that included an
example of the composer’s music.
The upper image shows an exhibit
from a female participant’s
perspective, and the lower image
shows the exhibit from a
third-person perspective with a
female participant standing in front
of it.

Depending on the condition, either one or two participants
were invited to our lab. After introducing the aim and pro-
cedure of the study, participants signed a consent form and
filled a demographic questionnaire. They were also asked
to rate how important it is for a museum to have a virtual
counterpart. Afterward, we introduced the HTC Vive and
motion capturing suit to the participants and helped them to
wear the suit. We adjusted the headset and calibrated the
marker tracking system. During the calibration, participants
were in a dedicated VR environment without the exhibition
content. We told them to stand at the defined position in
the middle of the room and ensured that all markers were
recognized. For the conditions in the physical scene, partic-
ipants were asked to take off the VR headset. We explained
that the audio guide for each exhibit could be played only
once by pointing at the paintings with the HTC Vive’s con-
troller while being close to it and pressing a trigger button.
Participants were aware of the comprehension tests after
each condition. Afterward, for both real-world and VR con-
ditions, we asked participants to explore the exhibits within
the tracking volume for ten minutes. We reminded partici-
pants how to activate the audio guides if they did not do it
during the first five minutes. After ten minutes, we asked
them to leave the tracking volume.

After exploring two exhibits, participants were asked to fill
the comprehension tests about both composers and the
IPQ questionnaire. Accompanied participants filled the co-
presence questionnaire as well. After completing all ques-
tionnaires, participants continued with the second condition.
At the end of the study, they were again asked to rate the
importance of a museum to have a virtual counterpart and
to give general feedback about the virtual and real-world
museum visit experience.

Results
Quantitative Results
Each participant explored two exhibits in real and virtual
museums, either alone or accompanied. For the evalua-
tion, we performed a quantitative analysis of the collected
objective and subjective data. To perform nonparametric
tests using the two independent variables VISITOR and EN-
VIRONMENT, we used a linear mixed-model analysis using
the ARTool package for R by Wobbrock et al. [26].

Comparing the IPQ scores, we found a significant effect of
the ENVIRONMENT (see Table 3). While the sense of pres-
ence (see Table 1) were significantly lower in the virtual
(M = 4.03, SD = .72) than in the real (M = 4.62,
SD = 1.05) environment, we found no effect of being alone
or accompanied on presence. Co-presence measures were
obtained from participants in all accompanied conditions.
Paired samples t-test revealed a significant difference be-
tween the real and virtual environments, t(23) = 2.2186,
p = .036. The analysis shows that the scores were signif-
icantly lower when the participants experienced the scene
in the virtual (M = 4.425, SD = 1.147) than in the real
(M = 4.997, SD = 1.111) environment.

We asked participants before (pre) and after (post) the
study to assess how important it is for a museum to have
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a virtual counterpart. We found no significant difference
between pre- and post-experience, F (1, 46) = 0.372,
p = .544, or of VISITOR, F (1, 46) = 2.745, p = .104.
We found, however, a significant PRE-/POST×VISITOR

interaction effect, F (1, 46) = 4.953, p = .03. The par-
ticipants provided similar ratings before the experiment
when alone (M = 3.50, SD = 1.14) and accompanied
(M = 3.33, SD = 1.52). The ratings changed in op-
posite directions after experiencing the exhibitions alone
(M = 4.13, SD = 1.52) and accompanied (M = 3.00,
SD = 1.53). Thus, participants considered virtual muse-
ums more important after experiencing the exhibitions alone
but less important after accompanied visits.

M SD

Real-Alone 4.79 1.06
Virtual-Alone 4.23 0.56

Real-Accompanied 4.46 1.04
Virtual-Accompanied 3.84 0.82

Table 1: IPQ presence scores for
all conditions.

M SD

Real-Alone 11.75 2.56
Virtual-Alone 11.25 3.22

Real-Accompanied 12.25 2.98
Virtual-Accompanied 10.42 3.24

Table 2: Comprehension
measures for all conditions.

Regarding the number of correctly answered questions of
the comprehension tests, we found no significant main or
interaction effects (see Table 3). Table 2 summarizes the
participants’ comprehension results.

To determine if participants behaved differently in the virtual
and the real environments when accompanied, we mea-
sured the distance between pairs of participants. Paired
samples t-test revealed a statistically significant difference
between both levels, t(11) = −2.705, p < .05. The aver-
age distance between the participants was lower in the real
(M = 1.027, SD = .310) than in the virtual (M = 1.157,
SD = .242) environment.

Qualitative Feedback
At the end of the study, each participant provided feedback
on the conditions. Participants were positive about the col-
laborative visit to museums (e.g., “I did not like the feeling
that I was alone. For well-being there should be more peo-
ple in the museum." (P1)) Interestingly, participants stated
that in the virtual conditions they could better focus on the
museum visit experience: “... a good way to concentrate,
simple environment, little distraction." (P21) Since partici-

ENVIRONMENT VISITOR ENVIRONMENT ×
(df=1) (df=1) VISITOR (df=1)

F p F p F p

IPQ score 12.316 <.001 3.413 .071 .031 .86
Comprehension 3.358 .073 .068 .794 .735 .395

Error: df=46

Table 3: Results of the two mixed-model ANOVAs between
ENVIRONMENT and VISITOR for IPQ and comprehension scores.

pants could freely walk in the virtual conditions, they also
commented on the real to virtual world mapping: “In the
real museum, there were no hesitations to bump into some-
thing I did not see because of the VR-Glasses." (P6) Con-
sequently, participants indicated walking faster and closer
to the exhibits in the real museum: “[In relation to the virtual
museum,] I walked closer to the busts." (P4) “[In the real
museum,] I was watching the other person, and I walked
around safer and faster." (P27)

Since the museum contained only a few items to keep par-
ticipants focus on the exhibits and the audio guides, eight
participants stated that the real museum was “simple and
boring". However, no participant indicated the same for the
virtual museum. Furthermore, during the accompanied visit
to the virtual museum, participants were missing the mimic
and eye contact of the other person: “The partner was hard
to read only by body language, facial expressions were
missing." (P40) P25 was distracted by the avatars: “In VR, I
was more distracted by my body and the other person than
in the real world." In comparison to the VR condition, par-
ticipants indicated that they had more interaction with the
other participant in the real museum: “In the real world, I
paid attention to the other person’s facial expressions. That
did not work in VR." (P25)
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Ten participants wanted to get informed not only through an
audio guide but also by reading text labels in the museums:
“Learning-factor might increase with additional written infor-
mation, not only with audio." (P6) Participants also stated
that a virtual environment should not be a replica of a real
museum, and it should be possible to interact with the envi-
ronment: “The VR should enable something that is not pos-
sible in the real museum." (P38) “It would be great if I could
zoom in and out the images. It should not be the same as in
real life." (P26)

Discussion
We conducted a study to investigate how social learning
experience differs when taking place in real and virtual en-
vironments while simultaneously manipulating being alone
or accompanied. We found that the virtual environment re-
duces the perceived presence independent of being alone
or accompanied. When accompanied, we found that the vir-
tual environment reduces co-presence and increases the
interpersonal distance between persons. After experiencing
the exhibits alone, participants considered virtual museums
more important than before. Experiencing the exhibits ac-
companied, participants considered virtual museums less
important than before.

The qualitative results revealed several explanations for the
subjective results. We used high-precision motion track-
ing to embody participants in avatars. Thereby, we also
showed their motion to the accompanying participant. This
is, however, clearly not sufficient, as indicated by the lower
co-presence and supported by qualitative comments. Facial
expressions and eye contact are crucial for social interac-
tion in the physical world and must also be conveyed in the
virtual one. Independent of being alone or accompanied,
the virtual environment caused a lower sense of presence.
While participants’ full-body motion was captured and dis-

played in VR, participants experienced a body different from
their own. This resulted in being more cautious in the vir-
tual environment. Especially participants experiencing the
exhibits alone criticized that they indeed felt alone in the
virtual environment.

Despite the quantitative results, participants’ comments on
the virtual environment and its potential were surprisingly
encouraging. VR might enable users to focus better, as
there can be even less distraction in VR. Virtual museums
could provide experiences that are not possible in the real
world but should not be replications of the physical ones.
The virtual environment could offer possibilities to inter-
act with content that are not possible in the physical world,
such as zooming into the content. Some participants asked
for content providing other modalities, such as textual la-
bels. Future work should consider these suggestions.

Conclusion
In this paper, we investigated the differences between vis-
iting a virtual and physical environment, either alone or ac-
companied. We found that replicating even a very simple
physical environment while using high-quality motion cap-
ture results in a reduced sense of presence independent
of being alone or accompanied. For accompanied experi-
ence, the virtual environment causes a decreased sense of
co-presence and increased interpersonal distance. While
as a virtual environment, we used an exact 3D model of
the physical one without further interaction elements, future
work should investigate virtual environments that embrace
the possibilities that come with being in VR.
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