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ABSTRACT

Latency in virtual reality (VR) can decrease the feeling of pres-

ence and body ownership. How users perceive latency, however, is

malleable and affected by the design of the virtual content. Previ-

ous work found that an avatar’s visual appearance, particularly its

perceived fitness, can be leveraged to change user perception and be-

havior. Moreover, previous work investigating non-VR video games

also demonstrated that controlling avatars that visually conform to

users’ expectations associated with the avatars’ perceived character-

istics increases the users’ latency tolerance. However, it is currently

unknown if the avatar’s visual appearance can be used to modu-

late the users’ latency sensitivity in full-body motion-tracked VR.

Therefore, we conducted two studies to investigate if the avatars’

appearance can be used to decrease the negative impact of latency.

In the first study, 41 participants systematically determined two sets

of avatars whose visual appearance is perceived to be more or less

fit in two physically challenging tasks. In a second study (N = 16),

we tested the two previously determined avatars (perceived to be

more fit vs. perceived to be less fit) in the two tasks using VR with

two levels of controlled latency (system vs. high). We found that

embodying an avatar perceived as more fit significantly increases

the participants’ physical performance, body ownership, presence,

and intrinsic motivation. While we show that latency negatively

affects performance, our results also suggest that the avatar’s visual

appearance does not alter the effects of latency in VR.
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1 INTRODUCTION

Virtual Reality (VR) allows users to dive into virtual worlds, engage,

collaborate with others, or experience games and applications in an

immersive manner. Typically, users wear head-mounted displays

(HMDs) to interact with the virtual world, which can be coupled

with full-body motion tracking (MT) to increase immersion. MT

systems mirror the user’s body movement in VR, enabling high

levels of presence and illusion of body ownership [20, 58]. How-

ever, full-body MT is computationally expensive since a range of

cameras has to continuously detect, track, process, and pass on

information about multiple reflective markers worn by the user to

a central processing unit. Specialized software can reconstruct and

translate the user’s pose to the virtual world using the provided

marker information. This extensive processing pipeline increases

the system’s latency. High latency in VR adversely affects users’ ex-

perience and performance [19]. Temporal asynchronicity between

the user’s actual movement and the displayed movement in the

HMD leads to a reduced feeling of presence [47], a reduced illu-

sion of body ownership [31] and an increased level of VR motion

sickness [58]. Besides latency, the avatar—the user’s digital rep-

resentation in VR—profoundly shapes how users experience and

interact with the virtual world. The embodiment of an avatar trig-

gers a top-down process that changes users’ behavior, attitude, and

perception [35, 36, 38]. These changes are formed by previous expe-

rience, contextual cues, and biological characteristics that ultimately

determine the response to an avatar. Adapting to one’s expectation

of an avatar is attributed to the Proteus effect [33, 66, 67]. Previous

work investigating the Proteus effect, for example, showed that

embodying specific avatars alters the users’ physical activity in

exergames [50, 51], their performance in physical tasks [35, 38] or

their walking speed [53].

However, the avatar’s visual appearance not only alters users’

experience and behavior in a virtual environment [31, 34, 39, 47,

58] but potentially also influences the users’ sensitivity to latency.

In previous work, Claypool & Claypool [15] demonstrated that

users playing a non-VR video game are less affected by the adverse
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effects of latency if they controlled a digital representation that

was implicitly perceived to be slower. The authors argued that

the avatar’s diminished responsitivity better matched the users’

expectation of how the avatar has to behave based on its visual

appearance. Hence, using avatars to alter the users’ expectations of

the interaction could inhibit the adverse effects of latency.

Previous work shows that both the embodied avatar [6, 7, 38, 66,

67] and latency [31, 47, 58] fundamentally change how users expe-

rience and behave in VR. Moreover, previous research in non-VR

video games also demonstrates that players tolerate higher latency

if the controlled avatar better fits the user’s mental model of the

interaction [15]. However, it is currently unknown if the avatars’

visual appearance in VR can be used to compensate for the adverse

effects of latency. Answering this question poses two problems:

Firstly, it needs to be established what type of visual appearance

leads to avatars being perceived as a better fit for certain interac-

tions. Secondly, it is also unknown if previous findings regarding

the interaction between latency and the avatar in video games

translate to a highly immersive full-body MT VR setting.

This work investigates how the avatar’s visual appearance inter-

acts with latency in full-body MT VR. Since previous work indicates

that an avatar’s appearance has a systematic effect on physical

performance [34, 35, 38], we specifically explore the interplay of

avatar and latency in two physically demanding tasks. The first

task required quick motion and flexibility, while the second task

necessitated a high level of power and force. We designed two sets

of avatars (male and female) using the 3D-suite DAZ3D and the

humanoid Genesis 8 avatar pre-set. We systematically altered the

avatars’ appearances by increasing body fat and muscularity lev-

els to manipulate their potential suitability for the designed tasks.

Using this method, we parameterized the visual appearance of 32

avatars (16 male, 16 female). Subsequently, we conducted an on-

line survey with 41 participants to determine what avatar’s visual

appearance is overall perceived to be best fitting for the two tasks.

After establishing four avatars (two male and two female) with

contrasting levels of perceived fitness (perceived to be more fit vs.

perceived to be less fit), we conducted a VR experiment. Sixteen par-

ticipants completed two tasks in VR while embodying both types of

avatars with two levels of latency (system and high) while assessing

the participants’ performance, feeling of body ownership, presence,

enjoyment, perceived exertion, and heart rate.

Our analysis revealed no interaction between the avatar’s visual

appearance and latency. However, we found that participating with

the avatar perceived as more fit increases participants’ physical per-

formance, feeling of body ownership, agency, experienced realism,

and competence. Additionally, we found that latency negatively

influenced the participants’ scores and error rates. Our results sug-

gest that the embodiment of different avatars does not modulate

the adverse effects of latency. However, as participants performed

better using the avatar perceived to be more fit, our work also repli-

cates and extends previous findings regarding the Proteus effect

in VR [7, 35, 38]. Our results indicate that the avatar’s visual ap-

pearance does not manipulate the latency sensitivity of full-body

MT VR settings. Nevertheless, we argue that future work should

further investigate how an avatars visual characteristic, such as

its clothing or accessory, can potentially be leverage to counteract

the negative effects of latency. We provide all material via Open

Sciences Framework to enable future research to build upon our

work. The repository includes source codes of the used VR tasks,

gathered anonymized user data, and the full statistical analysis
1
.

2 RELATEDWORK

In the following section, we first provide an overview of latency

and its effects in VR. We continue by shedding light on previous

approaches to compensate for latency and by highlighting work

investigating avatars to counteract latency in non-VR video games.

Next, we elucidate what effects avatars can induce in VR. We con-

clude this section with a summary demonstrating the relevance of

studying the interaction between latency and the used avatar in

full-body MT VR.

2.1 Latency in Virtual Reality

According to Battle et al. [8], latency refers to the time delay be-

tween a user’s input and the corresponding reaction of the interac-

tive system. Latency can be influenced by various factors, including

the perceptual channel, which includes visual, haptic, and audi-

tory feedback. Technically, latency can be classified as either local

latency or network latency. Local latency is caused by the user’s

peripheral devices, such as the computer mouse, keyboard, and

monitor [64]. In contrast, network latency arises from communi-

cation over a network, such as the Internet [27]. Software systems

that rely on network connections, such as multiplayer games, chats,

and browser-based programs, are affected by network latency. This

latency significantly impacts the responsiveness of these programs,

thus, affecting the gaming experience of players in non-VR video

games [22–25]. Latency is also known as system response time

(SRT) [3] and has been extensively researched since Miller’s first

latency studies in 1968 [48].

The users’ interactions in full-body MT VR are affected by both

types of latency (local and network). Typically, the user’s raw input

has to be received and processed by a local motion-capturing system

and sent over a network connection to another dedicated machine

responsible for rendering the processed data to the user’s HMD.

Regardless of its origin, latency in MT VR leads to a drift between

the user’s real body movement and the displayed virtual avatar

movement. This mismatch between real and digital representation

causes VR motion sickness or postural instability [1, 62]. Early

work by Meehan et al. [47] demonstrated that increasing the input-

output latency as little as 40ms in a VR setting already induces a

loss of self-reported presence. In similar work, Caserman et al. [12]

investigate how the users’ task performance was influenced by

latency in two different tasks. The authors revealed that latency

starting at 69ms significantly and negatively impacts the users’

performance. Additionally, Caserman et al. also unraveled that

body ownership—the experience of one’s body as one’s own [13]—

starts to decrease at 101ms. Summarizing previous work on the

effects of latency in VR, it is apparent that latency leads to a reduced

user experience in VR.

1
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2.2 Compensating for Latency

Previous work offers numerous approaches to compensate for the

negative effects induced by latency [46]. However, most of the pre-

vious works focus not on full-body tracked VR but on traditional

non-VR video games. Gutwin et al. [21], for example, proposed a

method to reveal the latency of a gaming environment to its users.

In their work, the authors used specialized game objects to indicate

the level of latency in the gaming session. This approach allows

the users to adapt to latency, increasing the user experience. Other

work, such as by Halbhuber et al. [22, 26], uses artificial neural

networks (ANNs) for latency compensation in video games. These

ANNs use information about the user’s previous movements and

actions to predict what they will do next. The game, in turn, can

start processing the following action before the user has performed

it. Ultimately, this predictive game loop reduces the user-perceived

latency, increasing gaming experience and player performance.

Schwind et al. [58] used a similar approach to predict avatar move-

ment in a full-body MT VR setting. Although the authors were able

to reduce the adverse effects of latency on the user experience, their

algorithms could not alleviate user performance to a low-latency

level.

There are different other approaches to compensate for latency

in video games, such as Time Warp [10, 30], Geometrical Manipu-
lation [42], or World Adjustment [46]. These approaches, however,
mostly focus on manipulating the game world or on predicting user

inputs. They do not account for the user’s digital representation.

One exception is the work presented by Claypool & Claypool [15],

in which the authors demonstrated that playing with a larger avatar

leads to a higher latency tolerance. The authors argue that the in-

creased latency tolerance when playing with a larger avatar is

caused by the players associating the larger avatar with inherently

slower movement. Hence, the slower reaction of the avatar better

matches the user’s mental model of the interaction and is, thus, not

as disruptive as playing with the smaller and agile avatar.

2.3 Avatar-induced Effects in Virtual Reality

Designers and researchers commonly use avatars to provide users

with a virtual body and create immersive VR experiences [33, 61].

In VR, users take on digital bodies through avatars, which serve as

their self-representation and interface to the digital world [4].When

users see the virtual environment from a first-person perspective—

as if they see the virtual environment from the eyes of the avatar—

and their movements are reflected in the avatar, they can experience

visuomotor synchrony, which leads to altered sensations while

embodying the avatar [37, 40, 60]. This virtual embodiment of

avatars can trigger perceptual and physiological effects that are

promising from an human-computer interaction perspective as

they can be leveraged to build more effective and interesting VR

applications [33].

When a user embodies an avatar, it can activate a process that

leads to changes in behavior, attitude, and perception [67]. These

changes are caused by the avatar’s specific visual characteristics,

which are associated with previous knowledge and experiences

about characters or stereotypes [33, 52]. This phenomenon is called

the Proteus effect [66]. Yee et al. [67] showed that users who embod-

ied attractive avatars behaved more self-confidently during a VR

dialogue. They walked significantly closer to their confederate in

VR and provided more information about themselves. In a separate

study, the authors revealed that users who embodied taller avatars

negotiated more aggressively and confidently in a VR bargaining

task [67]. These effects can be explained by the self-perception the-

ory [9] that postulates that users observe and evaluate themselves

from an imaginary third-person perspective to make inferences

about their behavior based on typical expectations. As attractive-

ness and body height are commonly associated with confidence,

extraversion, and self-esteem, users tend to adapt their behavior to

conform to the salient visual characteristics of their avatars.

Ratan et al. [52] showed in a meta-analysis that the Proteus ef-

fect could be induced in different contexts. Reinhard et al. [53], for

example, demonstrated that embodying an elderly avatar affected

real-world walking speed after the VR experience. Another study

showed that playing virtual tennis on a NintendoWii with an avatar

the authors dubbed obese resulted in lower physical activity than a

more athletic avatar [51]. The authors could replicate the findings in

a second study [50], indicating the reliability of such effects. Hence,

the avatar’s perceived athleticism affected how users played the

game and caused them to adjust their physical effort in concordance

with the affiliated associations. In this vein, Kocur et al. [35] also

revealed that participants had a lower perception of effort while

cycling in VR when they embodied an athletic avatar compared

to a non-athletic version. Interestingly, the authors could show

systematic effects on the heart rate, indicating the psychophysio-

logical impact of an avatar’s appearance. Further studies showed

that muscular avatars increased grip strength [38], sweaty avatars

increased perceived exertion [34] , and elderly avatars affected

physical performance [43].

On the contrary, Lin et al. [44] showed that avatars with pro-

nounced abdominal muscles reduced physical activity instead of

boosting performance. This is in line with Koulouris et al. [41], who

showed that idealized avatars can negatively affect cycling perfor-

mance. Although there is a strong tendency towards consistent

effects of avatars’ appearance and their connected associations [52],

some studies could not reproduce the effects as expected [43, 44].

Hence, more research is required to learn about the utilization of

avatars’ effects with the goal of creating more effective VR applica-

tions.

2.4 Summary and Research Question

Previous work shows that an avatar’s visual appearance in VR can

trigger a top-down effect that alters the users’ behavior, attitude,

and perception called Proteus effect [33, 66, 67]. However, virtual

environments are affected by latency, which decreases user experi-

ence and performance [1, 47, 58]. Previous work investigated how

the avatar’s visual appearance in non-VR gaming settings varies the

effects of latency [15] and shows that an avatar that better matches

the user’s mental model of the interaction decreases the adverse

effects of latency. However, whether those findings translate to a

highly immersive full-body MT VR setting potentially influenced

and formed by the Proteus effect is yet to be answered. Thus, it

is also unknown whether the avatar’s visual appearance can be

leveraged to increase the users’ latency tolerance and decrease

3
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the negative effects of latency in a full-body MT VR environment.

Building on this, we formulate our research question as follows:

𝑅𝑄1 “Does an avatar that better matches the user’s mental model
of an interaction increase performance and experience in full-
body motion-tracked virtual reality?”

𝑅𝑄2”: “Can an avatar’s that better matches the user’s mental
model of an interaction be leveraged to alter the latency toler-
ance of full-body motion-tracked virtual reality?”

3 DETERMINING AVATARS’ VISUAL

APPEARANCES

To investigate how avatars’ visual appearances can be manipulated

to enhance perceived fitness for specific tasks, we developed two

physically challenging tasks. These tasks were designed based on

previous work that demonstrated that the visual appearance of

avatars has a systematic impact on physical performance [34, 35,

38]. We developed two different tasks to depict a broader range of

physical demands and differing levels of athleticism requirements.

In the first task—the reaction wall task— potential participants

stand in front of a virtual wall divided into 32 fields in an 8 × 4

grid. Each of the individual fields of the wall can light up. The goal

of the reaction wall task is to touch the flashing field as quickly

as possible. The reaction wall task requires quick motion and fast

reaction times. In the second task—the barbell task— the goal is

to perform two-handed bicep curls. The barbell is gripped with

both hands and then lifted to the chest in a controlled motion by

bending one’s arms. At the same time, the elbows should not move.

The entire force to bend should stem from the bicep muscles. The

barbell task necessitates a high level of force and raw power.

We followed the presented procedure by Kocur et al. [35] to

design different avatars. We utilized the 3D-suite DAZ3D
2
and

the Genesis 8 avatar pre-set
3
to systematically alter the avatars’

appearances by changing body fat andmusclemass. Each dimension

(body fat and muscle mass) was independently increased in 33%

steps, which results in four levels for each dimension (0%, 33%,

66%, and 100%). To prevent a bias induced by a mismatch between

the participants’ gender and the avatars’ gender [59], we designed

different avatars for males and females. Combining all possible

body fat and muscle mass levels led to 16 avatar combinations per

gender, resulting in a total of 32 avatars. Figure 1 depicts all 16

female (left) and all 16 male (right) avatars.

3.1 Procedure, Stimuli, and Measures

We conducted an online study to establish which visual avatar

appearance participants perceive as more or less fit. Participants

were provided with a hyperlink to take part in the study. After

giving informed consent and receiving a brief introduction to the

study’s purpose, participants answered a demographic question-

naire stating their age, gender, height, weight, and course of study

or occupation. Next, we asked participants to self-rate their fitness

level using the Self-Perception of Fitness (SPF) scale [18]. The SPF

is built by five dimensions: (1) Endurance, (2) Strength, (3) Flexibility,
(4) Body Composition, and (5) Fitness. Participants rated their fitness
level for each dimension on a 13-point scale ranging from 1 (low

2
https://https//www.daz3d.com

3
https://https//www.daz3d.com/genesis8

level of fitness in this dimension) to 13 (exceptionally well in this

dimension).

After the initial questionnaires, we presented the participants

with two videos showing examples of the two tasks (reaction wall

and barbell task)
45
. We used the videos to familiarize the partic-

ipants with the potential tasks (see Figure 5), allowing them to

estimate what kind of avatar they believed would best fit the re-

spective task. After familiarizing the participants with both tasks,

they were presented with the first avatar rendering. Participants

who identified as male were presented with male avatars, and partic-

ipants who identified as female were presented with female avatars.

Conditions were presented in a randomized order. Each participant

was shown all 16 avatars. For each avatar, we asked the partici-

pants to imagine that they are embodying the currently depicted

avatar and to estimate their performance using the SPF (Endurance,
Strength, Flexibility, Body Composition, and Fitness). Furthermore,

participants also answered task-specific questions: We asked about

their expectations regarding how well they would perform using

the depicted avatar in the reaction wall task operationalized as the

overall performance (Wall Performance), the reaction time (Wall
Reaction Time), and the time required to finish the task (Wall Com-
pletion Time). For the barbell task, we asked how the participants

expected to perform overall (Bicep Curl Performance) and howmuch

weight they could lift (Bicep Curl Weight). We also asked the par-

ticipants how fast and agile (Agility and Speed) they thought the

avatar shown was. All questions were answered on a scale from 0%

(poor) to 100% (very good). Lastly, we also asked the participant

how much the current avatar resembled themselves on a 5-point

scale (Avatar is Me and Avatar is Not Me) ranging from 1 (not at all)

to 5 (very much). The study, which was designed and conducted

following the research ethics policy of our institution, took about

30 minutes to complete.

3.2 Participants

We recruited a total of 41 participants (26male, 15 female) using our

institution’s mailing list. The participants’ age ranged from 18 to

29 years with a mean age of 22.73 years (SD = 2.28 years). Using the

weight and heights provided by the participants, we calculated the

Body Mass Index (BMI), which ranged from 16.41 to 32.74𝑘𝑔/𝑚2
,

with a mean BMI of 23.06𝑘𝑔/𝑚2
(SD = 2.28𝑘𝑔/𝑚2

). Participants

self-rated their level of fitness to be average. On average they re-

ported 7.24 points ( SD = 2.14 points) in Endurance, 7.95 points ( SD =

2.36 points) in Strength, 7.80 points ( SD = 2.62 points) in Flexibility,
7.54 points ( SD = 2.13 points) in Body Composition, and 7.49 points

( SD = 2.46 points) in the Fitness category. All participants were
students at our institution and received a half credit point for their

course of study.

3.3 Determined Avatars for the User Study in

VR

To determine the visual appearance of the avatars used in our

second study, we combined the scores of the SPF, the estimated

performance for both tasks and the estimated speed and agility. We

calculated the average for each measure. The visual appearance of

4
Reaction Wall: https://www.youtube.com/watch?v=jn-VAVptu_c

5
Bicep Curl: https://www.youtube.com/watch?v=Nkl8WnH6tDU
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Figure 1: Female (left) and male (right) avatars used in the first study to establish when participants perceive avatars as more

or less fit. To alter the avatar’s appearance, we systematically altered its appearance by changing body fat and muscle mass.

Each dimension (body fat and muscle mass) was independently increased in 33% steps, which results in four levels for each

dimension (0%, 33%, 66%, and 100%). The bottom left avatar of each set has 0% body fat and a muscle mass of 0%. Respectively,

the top right avatar of each set has 100% body fat and a muscle mass of 0%.

the perceived as more fit avatar was designed based on the highest

scores, and vice versa, the visual appearance of the perceived as
less fit avatar was designed based on the lowest mean score for

each measure. We independently determined the perceived as more
fit and perceived as less fit visual appearance for male and female

avatars. The scales Avatar is Me and Avatar is Not Me were not

included in the final scores, but were only used to check if the

designed avatars were appropriate to our participants at all. Figure

2 and Figure 3 depict heatmaps of the given score for all tested

female and male avatars.

Following this approach, the male perceived as more fit avatar is
defined by 86.11 %muscularity and 0 % body fat, and the perceived as
less fit avatar by 75 % muscularity and 91.66 % body fat. The female

perceived as more fit avatar resulted in 100% muscularity and 0%

body fat, and the perceived as less fit avatar in 66.6 % muscularity,

and 100% body fat. Figure 4 depicts the final male and female

perceived as more fit and perceived as less fit avatars.

4 INVESTIGATING THE INTERACTION OF

AVATAR’S VISUAL APPEARANCE AND

LATENCY

We conducted a study to investigate how the avatar’s visual appear-

ance interacts with latency in MT-VR. Our work, hence, clarifies if

an avatar’s visual appearance can be used to counteract the adverse

effects of latency.

4.1 Study Design

We designed a within-subjects study and used two independent vari-

ables (IVs): (1) Visual Appearance (perceived as more fit / perceived
as less fit) and (2) Latency (system / high) to operationalize the

avatar’s visual appearance (1) and latency (2). The system level of

Latency refers to the unaltered baseline latency of the used MT

VR system, high refers to 100ms of latency artificially added to the

system by frame buffering. We set the high level of latency in line

with previous work, which postulates latency between 50ms [47]

and 80ms [2] can be tolerated by users before it starts affecting the

users’ experience and performance negatively. Thus, to ensure an

adverse effect of latency, we increased it slightly further than the

5
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Figure 2: Heatmap depicting the mean scores of the female avatars for each question asked in the online study. Answers were

either given between 0 – 100% or on a 5-point Likert scale. A darker field corresponds to a higher score, and a lighter field

depicts a lower score.

recommendation by previous work [2]. Every participant tested

each combination of Visual Appearance and Latency. To prevent

a bias induced by gender mismatch [59], participants embodied

avatars of their identified gender. Furthermore, we used a Latin

Square to counterbalance conditions to prevent a sequencing effect.

4.2 Tasks

In our study, participants performed two different tasks in VR. We

used two tasks in our study to reflect a more extensive range of

motion and to require different levels of agility and speed from the

participants. Their movement was registered and transferred onto

the avatar during the VR experience to induce body ownership

sensations.

In the first task—the reaction wall task— the participant aimed

to touch the flashing field as quickly as possible in 60 seconds. After

touching the wall, whether the participant touched the correct

or the wrong field, the flashing on the field stopped, and another

area started to flash. To increase the difficulty of the task, two

consecutive light flashes were not allowed to either be on the same

field or a field directly adjacent to the last field. If participants

touched the correct field, they obtained one point. They did not

lose points for touching the wrong field.

In the second task—the barbell task—participants were asked to

perform two-handed bicep curls. We provided participants with a

real-world barbell with a total weight of 5 kg. The barbell’s position

was translated to the virtual world using rigid bodymotion tracking.

The task’s goal was to execute as many bicep curls as possible in

40 seconds. We reduced the task time compared to the reaction wall

task because performing bicep curls is highly exhausting. Figure

6
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Figure 3: Heatmap depicting the mean scores of the male avatars for each question asked in the online study. Answers were

either given between 0 – 100% or on a 5-point Likert scale. A darker field corresponds to a higher score, and a lighter field

depicts a lower score.

5 depicts the participants’ view in the reaction wall task (left) and

the barbell task (right).

To increase body ownership sensation, both tasks were per-

formed in front of virtual mirrors. While participants were able to

see the whole avatar in the barbell task in the mirrors, parts of the

avatar were occluded by the reaction wall in the reaction wall task.

4.3 Measures

Building on previous work [38], we recorded a range of dependent

variables (DVs), which are potentially affected by latency [1, 47, 58],

to measure the participants’ experience and performance. We mea-

sured the subjectively perceived exertion by using Borg’s scale [11],

since previous work demonstrated that the the avatar’s visual ap-

pearance can alter the participants psychological responses [35].

While in a task, we asked participants every 20 seconds to rate

their level of physical exertion on a 20-point scale from 6 (no or

minimal exertion) to 20 (maximal exertion). In line with previous

work [5, 7], we quantified body ownership, as a metric of the VR

setting’s quality, using the body representation questionnaire (BRQ)

with its five subscales vr-body,mirror, feature, agency and twobodies.
Further, we assessed the general presence (G1) and the experienced
realism (REAL1, REAL2, REAL3, REAL4) by utilizing the Igroup

presence questionnaire (IPQ) [57]. Additionally, we measured the

enjoyment and the perceived competence of the participants by using
the intrinsic motivation inventory (IMI) [54]. All instruments were

administered according to previous work [5, 54, 57].

Besides the subjective measures, we also measured the partic-

ipants’ performance and heart rates. To assess the performance

in the reaction wall task, we noted overall score - the number of

7
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Figure 4: Avatars perceived to be perceived as more
fit/perceived as less fit by participants and thus used in the

second study. The male perceived as more fit avatar (bottom
left) is defined by 86.11% muscularity and 0% body fat, and

the perceived as less fit avatar (bottom right) by 75% muscu-

larity and 91.66% body fat. The female perceived as more fit
avatar (top left) resulted in 100% muscularity and 0% body

fat, and the perceived as less fit avatar (top right) in 66.6 %

muscularity and 100% body fat.

Figure 5: Participants performing our two tasks in full-body

motion-tracked virtual reality while embodying the two op-

posing avatars designed in the first study. The left shows

the reaction wall task, in which participants had to touch

flashing lights as quickly as possible to obtain points. The

right depicts the barbell task, in which participants had to

perform asmany bicep curls as possible in 40 seconds using a

real 5 kg barbell, while seeing their avatar in a virtual mirror.

correctly touched fields in 60 seconds - and the error - the number

of incorrectly touched fields in 60 seconds. To rate the participants’

performance in the bicep curl task, we logged the total number of

barbell repetitions. We measured the participants heart rate using
a Polar OH1 sensor, to obtain an objective measure of the partic-

ipants’ psychological response to different levels of latency and

avatar appearance.

4.4 Procedure

Participants were briefed about the procedure and purpose of the

study and gave informed consent. Next, participants filled out a

demographic questionnaire in which they answered questions re-

garding their person (age, identified gender, occupation, height,

weight, SPF). After finishing the demographic questionnaire, we

asked participants to self-rate their experience with VR on a 5-point

scale (general experience, experience with VR games, experience

with VR exergames).

In the next step, we attached the heart rate sensor to the par-

ticipants’ arms and equipped them with a motion tracking suite

with 49 reflective markers and the head-mounted device (HMD)

for VR. After setting up the participants with the technical equip-

ment, the participants were placed in a virtual room mimicking

our real-world laboratory. The virtual laboratory included virtual

mirrors to allow participants to familiarize themselves with the

current avatar. As soon as they were ready, participants started

with one of the two avatars (perceived as more fit / perceived as less
fit) and one of the two latency levels (system / high) in the reaction

wall task for 60 seconds. Next, participants continued with the bar-

bell task. While performing the tasks, we assessed the participants’

physical extortion every 20 seconds using the Borg scale. Every

20 seconds, the Borg scale (6-20) was briefly visible in the virtual

environment. After receiving the participants’ estimation, the Borg

scale became invisible again. Following previous work [38], par-

ticipants answered the BRG, IPQ, and IMI questionnaire directly

in VR after completing the tasks. We repeated this procedure for

each combination of Visual Appearance and Latency. After com-

pleting all four iterations, participants were debriefed. The study

took about one hour to complete and received ethical clearance

according to our institute’s research policy.

4.5 Apparatus

A designated 4𝑚 × 4𝑚 area in the laboratory is tracked by the mo-

tion tracking system OptiTrack
6
. Participants wore a special suit

with 49 reflective markers to allow tracking of full-body movement.

The reflections of the markers are detected and processed by 16

infrared cameras. The cameras, in turn, pass the received signal

on to the processing software Motive
7
, which interprets the data

and forwards it to a dedicated Unity
8
application responsible for

translating the raw motion data to a Unity scene rendered to an

HMD. We used an HTC Vive
9
to display the virtual environment.

For rendering the stream to the HMD, we used a Windows 10 work-

station with an Intel i7-8700, 32GB RAM, and an Nvidia GeForce

GTX 1080.

4.6 Participants

We recruited 16 participants (8 male, 8 female) via our institu-

tion’s mailing list. Participants’ age ranged from 18 to 29 years

(M = 22.38 years, SD = 2.87 years). The BMI ranged from 16.24 to

35.01𝑘𝑔/𝑚2
(M = 22.95𝑘𝑔/𝑚2

, SD = 5.34𝑘𝑔/𝑚2
). We asked partici-

pants to self-rate their fitness level using the SPF. On average they

reported 7.00 points (SD = 3.23 points) in Endurance, 7.81 points (SD
= 2.59 points) in Strength, 7.19 points (SD = 2.71 points) in Flexibility,
8.06 points (SD = 2.51 points) in Body Composition, and 7.38 points

(SD = 3.32 points) in the Fitness category. Participants self-rated their
experience with VR in general with 1.94 points (SD = 0.85 points),

with VR games with 1.44 points (SD = 0.89 points), and with VR

exergames specifically with 1.31 points (SD = 0.60 points). All par-

ticipants were students at our institution and received one credit

point for their course of study.

6
https://optitrack.com/

7
https://optitrack.com/software/motive/

8
https://unity.com/

9
https://www.vive.com/us/

8



Avatar Appearance and Latency Sensitivity in Full-Body Motion-Tracked Virtual Reality MuC ’23, September 03–06, 2023, Rapperswil, Switzerland

5 RESULTS

All gathered data was tested for normality using Shapiro-Wilk tests

(normal distribution assumed if p > .05). Based on normality, we

either used a 2 (Visual Appearance: perceived as more fit vs. per-
ceived as less fit) x 2 (Latency: system vs. high) ANOVA (parametric

data) or its rank-aligned equivalent ART-ANOVA (non-parametric

data) [65]. To increase readability, we only report full results for

significant measures in this section for the used questionnaires.

However, the complete statistical analysis and descriptive results

for all measurements can be found in the Appendix in Tables 1, 2,

and 3.

5.1 Perceived Exertion - Borg Scale

ART-ANOVA showed no significant main effect of Visual Appear-

ance or Latency and no interaction effect on the perceived exertion
for the reaction wall task (all ps > .083). Similarly, we did not find

a significant main effect of Visual Appearance, Latency nor an

interaction effect Visual Appearance × Latency on the perceived
exertion for the barbell task using ANOVA (all ps > .149).

5.2 Body Ownership

ART-ANOVA showed a significant main effect of Visual Appear-

ance on the BRQ scale vr-body (F(1,15) = 15.606, p < .001, 𝜂2𝑝 = .257),

but no other main effect or interaction (ps > .657). ART-ANOVA

also revealed a significant effect of Visual Appearance on mirror
(F(1,15) = 15.740, p < .001, 𝜂2𝑝 = .259), but no effect of Latency or

Visual Appearance × Latency (ps > .410). Again, ART-ANOVA

revealed a significant effect of Visual Appearance on features
(F(1,15) = 11.357, p = .002, 𝜂2𝑝 = .202), but no effect of Latency

or Visual Appearance × Latency (ps > .682). Neither Latency

nor the interaction with Visual Appearance revealed significant

effects on agency (ps > .355). However, ART-ANOVA showed an

significant effect of Visual Appearance on agency (F(1,15) = 6.616,

p = .013, 𝜂2𝑝 = .128). Lastly, we found no effect on the twobodies sub-
scale of the BRQ (ps > .303). In summary, participants had a higher

feeling of body ownership and agency when embodying the per-
ceived as more fit avatar. Figure 6 depicts all significant differences
for each sub-scale of the BRQ.

5.3 Presence and Intrinsic Motivation

ART-ANOVA found a significant effect of Visual Appearance on

experienced realism (F(1,15) = 15.199, p = .001,𝜂2𝑝 = .503), but no effect

of Latency and no interaction between Latency and Visual Ap-

pearance (ps > .659). ANOVA found no effect of Latency, Visual

Appearance nor the interaction Latency × Visual Appearance

on general presence (ps > .274). ANOVA found a significant effect of

Visual Appearance on enjoyment (F(1,15) = 5.209, p = .037, 𝜂2𝑝 =

.258), however, we found no effect of Latency and no interaction

(ps > .289). ANOVA also showed a significant effect of Visual Ap-

pearance on perceived competence (F(1,15) = 5.080, p = .040, 𝜂2𝑝 =

.253). However, we found no effect of Latency and no interaction

(ps > .053). In summary, participants experienced a higher level

of realism, enjoyment, and competence when embodying the per-
ceived as more fit avatar. Figure 7 depicts the significant differences
of experienced realism, enjoyment, and perceived competence within
Visual Appearance.

5.4 Performance and Heart Rate

ANOVA showed no significant effect of Visual Appearance or

Latency × Visual Appearance on score (ps > .736). However, we

found a significant effect of Latency (F(1,15) = 110.505, p < .001,𝜂2𝑝 =
.880). ART-ANOVA showed no significant effect of Visual Appear-

ance or Latency × Visual Appearance on error (ps > .386), but,

we found a significant effect of Latency (F(1,15) = 14.845, p < .002,

𝜂2𝑝 = .497). Neither Latency nor the interaction between Latency

and Visual Appearance had a significant effect on the number of

barbell repetitions (ps > .390). Nevertheless, we found an significant

effect of Visual Appearance (F(1,15) = 12.23, p = .034, 𝜂2𝑝 = .096).

Participants had a decreased error and obtained a higher score when

participating with the system latency. Additionally, participants

completed more bicep curls when embodying the perceived as more
fit avatar. We found no effect of either Visual Appearance or La-

tency nor an interaction between Visual Appearance× Latency

on heart rate (ps > .078). Figure 8 depicts the significant differences

of score and error within Latency. The figure also shows the differ-

ences in barbell repetitions within Visual Appearance.

6 DISCUSSION

Our analysis revealed that the avatar’s visual appearance signifi-

cantly alters subjective and objective measures in full-body MT VR

(𝑅𝑄1). We also found that latency reduces the participants’ scores

and increases their error rate in fast-paced VR tasks. In contrast,

we did not find that the avatar’s visual appearance and the environ-

ment’s latency interact (𝑅𝑄2). In the following section, we discuss

our findings in relation to previous work, highlight our work’s

limitations, and outline possible avenues for future work.

6.1 Effects of the Visual Appearance of Avatars

Our work replicates and extends prior work investigating the Pro-

teus effect [66, 67], which highlights that the visual appearance of

avatars modulates the user’s subjective experience and objective

performance in VR. According to the Proteus effect, embodying

an avatar triggers a top-down process, which alters the user’s be-

havior, attitude, and perception [33, 52]. The same holds in our

work. We found that users experienced higher body ownership,

realism, enjoyment, and competence when embodying the avatar,

which was perceived to be more fit. Moreover, we also found that

participants’ physical performance was higher when embodying

the avatar perceived to be more fit.

The increase in physical performance directly resonates with pre-

viouswork investigating the Proteus effect. This work demonstrated

that embodying avatars that suggest a stereotypical characteristic

alters participants’ physical capability and behavior, which in turn,

engage in stereotype-confirming actions [49]. Kocur et al. [35, 38]

and Lin et al. [45], for example, showed that embodying a mus-

cular or athletic avatar leads to altered physical performance in

different scenarios, while Reinhard et al. [53] demonstrated that em-

bodying an avatar that looks old results in reduced walking speed.

Hence, our finding regarding the increase in barbell repetitions,

and thus, the increase in physical performance, can be explained

by the Proteus effect.

Our work also revealed that participants experienced higher

body ownership when embodying the avatar perceived to be more

9
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Visual Appearance. All subfigures provide p-values and effect sizes for the within Visual Appearance comparison. Error

bars depict the standard error. Participants had a higher feeling of body ownership and agency when embodying the perceived
as more fit avatar.
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fit. Body ownership in virtual reality refers to the feeling of owning

and controlling a virtual body or avatar as if it were one’s own

body [29]. Previous work consistently highlighted that the visual

appearance of avatars alters the level of body ownership experi-

enced in virtual reality [28, 63]. Jo et al. [28], for example, uncovers

that participants generally exhibit a higher sense of body ownership

when their avatar visually resembles or mimics their outfit, even

if the similarity is relatively low. Waltemate et al. [63] expanded

on this work and showed that personalizing avatar appearance to

participants leads to an even more significant increase in a feeling

of body ownership. The same phenomena led to increased body

ownership in our participants when embodying the avatar per-

ceived to be more fit. Although we did not specifically design the

avatars’ visual appearance in line with our participants, one could

argue that the reported self-perceived fitness level and the calcu-

lated BMIs of our participants better fit the visual appearance of the

avatar perceived to be more fit. Hence, using this avatar resulted in

an increase in body ownership and experienced realism.

Furthermore, we found increased enjoyment and perceived com-

petence when embodying the avatar which was perceived to be

more fit. We argue that those findings are secondary effects related

to a well-researched phenomenon called performance-enjoyment

link [32]. The performance-enjoyment link refers to the relationship
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between performance and enjoyment in different tasks. Previous

work showed that participants experience joy and pride when they

succeed in difficult challenges. Conversely, performing worse re-

sults in an increase of stress and frustration [32]. In our work,

participants performed objectively better when embodying the

avatar perceived to be more fit, which, in turn, resulted in increased

enjoyment and perceived competence.

6.2 Effects of Latency

We found that increasing latency reduces the participants’ scores

and increases their error rates in the reaction wall task, while the

barbell performance was unaffected by latency. Our findings gen-

erally are in line with previous work. Caserman et al. [12], for

example, demonstrated that user performance in a target selection

task conducted in VR decreases starting at 69ms of latency. Other

work, for example, by Schwind et al. [58], also showed that user

performance decreases when latency increases in a gamified set-

ting. Despite the dissimilarity between the tasks examined in our

study and prior research, they share a common requirement for

rapid and precise execution of interactions. Previous research on

latency in non-VR video games consistently demonstrates that the

degree of latency’s impact is highly dependent on a given task’s

temporal and spatial requirements. Specifically, the faster and more

precise the required interaction, the more adverse the effect of la-

tency [14, 16, 17]. Thus, the fast-paced nature of the reaction wall

task resulted in decreased participant performance when latency

was introduced. Conversely, the barbell task’s lack of time pressure

and low accuracy requirement rendered it somewhat immune to

latency-induced effects.

Contrary to our initial expectations and previous work [31, 47,

58], our findings suggest no significant effects of latency on any

of the measured experience factors. Participants reported similar

levels of body ownership, presence, immersion, and intrinsic moti-

vation across the different levels of latency induced in our study.

These results suggest that the level of latency is not a critical factor

affecting the user experience in our study. Our findings indicate

that participants in our study may have adapted to the introduced

latency and compensated for it subconsciously. Similar latency ha-

bituation effects have been observed in non-VR video games [55],

where users adjust to a certain level of latency to create a smooth

and immersive experience. Therefore, it is possible that a similar

adaptation effect influenced the experience results obtained in our

study. Furthermore, it is also possible that the tested latency levels

were too low. Although previous work demonstrated that user expe-

rience could start to decrease at latency levels as low as 40ms [47],

it still is possible that our tasks and the designed study were more

robust to latency. Hence, it is possible that the adverse effects of

latency were not prominent enough.

6.3 On the Interaction Between Visual

Appearance and Latency

Investigating the interaction between the visual appearance of the

avatar and the environment’s latency revealed no significant effect.

Similar to the investigation of main effects induced by latency, it

is possible that the tested latency levels were too low to discover

an interaction effect with other effectors, such as the visual avatar

appearance. Moreover, it is possible that the visual appearance of

an avatar and latency in VR do not interact at all. Previous work

comparing the effects of latency with and without an avatar came

to a similar conclusion [56]. However, in their work, the authors

compared the effects of latency when embodying a minimalistic

avatar to its effects when participating in VR without any avatar

in highly specialized use cases. Although our work and the work

by Samaraweera et al. [56] are certainly related, we argue that it

is not conclusively clear if and how the avatar’s visual appearance

alters the effects of latency in VR.

6.4 Limitations and Future Work

While our work replicates and expand on previous findings re-

garding the Proteus effect and demonstrates the adverse effects of

latency on fast-paced full-body MT VR tasks, it still has limitations.

One limitation of our work is that it consisted of two separate

studies. The first study was conducted to determine the visual

avatar appearances for use in the second study. While conducting

two independent studies is less exhausting for participants, it may

also introduce variability and inconsistencies between the studies,

which can affect the overall reliability of the findings. Therefore,

future work should consider conducting the same approach using a

single study to increase consistency. By conducting a single study,

researchers can ensure that the same group of participants is used

to determine and test the avatars with different latency levels. This

can minimize the variability and increase the reliability of the find-

ings. Furthermore, conducting a single study can also help reduce

the resources required for the research, including time, effort, and

cost, which can be important considerations for researchers and

organizations.

Another limitation of the study is the lack of body type repre-

sentation in the chosen avatar’s visual appearance. The avatar used

in the study may not have represented the diverse range of body

types in the real world. This can affect the generalizability of our

findings, as the study’s results may not apply to individuals with

different body types than those represented by the chosen avatar.

Additionally, the participant sample used in the study may also

limit the generalizability of the findings. The study did not include

participants with diverse demographic characteristics, such as age,

gender, ethnicity, or cultural background. As a result, the findings

may not represent the wider population, and it may not be possible

to generalize the study’s results to individuals with different demo-

graphic characteristics. Therefore, future studies investigating the

interaction between latency and visual avatar appearance should

consider using avatars that depict diverse visual appearances and

include participants with more diverse demographic characteristics.

This can help ensure that the findings apply to a broader range of

individuals and increase the generalizability of the findings.

On the same note, another limitation of our work is that we used

avatars that resemble real humans closely. While human avatars

may help represent realistic movements and interactions, they may

only be appropriate for some participants. Therefore, future work

should consider replicating this study with non-humanoid avatars

such as robots. By using non-humanoid avatars, researchers can

avoid potential stereotypes and make the avatar appearance more

neutral and acceptable to a broader range of participants.
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7 CONCLUSION

In this work, we present the results of our investigation into the

interaction between an avatar’s visual appearance and latency in

full-body MT VR. In the first study, 41 participants rated and deter-

mined two sets of diametric avatars (each female and male) whose

visual appearance is perceived to be more or less fit for two physi-

cally demanding tasks. In the second study, 16 participants tested

both avatars in two VR tasks while we controlled the latency (sys-

tem and high) in the virtual environment. Our results show that

embodying an avatar perceived as more fit resulted in a higher

level of body ownership, experienced realism, enjoyment, and per-

ceived competence (𝑅𝑄1). Furthermore, we replicate and expand

on previous work on the Proteus effect [33, 66, 67] and show that

embodying an avatar that is perceived to be more fit increased the

participants’ performance (𝑅𝑄1). We contextualize those findings

and argue that the increase in body ownership stems from partici-

pants more closely resembling the avatar, which was perceived to

be more fit [63]. Moreover, we discuss that the increase in enjoy-

ment and perceived competence are secondary emotional responses

to the objectively increased performance by the Proteus effect [32].

While we found, in line with previous work [14, 16, 22], that latency

decreases the participants’ performance in the fast-paced task, we

did not find an interaction between latency and the avatar’s visual

appearance (𝑅𝑄2).

In summary, although our work suggests that the avatar’s visual

appearance and latency in virtual environments do not interact, we

argue that our work is only a first step into a broader investiga-

tion of how the adverse effects of latency can be counteracted by

using different avatar appearances. Hence, future studies should

further investigate different avatars and avatar accessories, such as

clothes or accessories in VR, to learn more about users’ perceptual

responses to latency.
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APPENDIX

Descriptive Results of all Measures

Avatar A / System Avatar A / High Avatar B / System Avatar B/ High

Measure M SD M SD M SD M SD

Perceived Exertion Task 1 8.19 1.56 9.27 2.61 9.54 2.21 9.94 3.75

Perceived Exertion Task 2 10.03 2.01 10.91 2.93 10.69 2.44 10.53 2.52

Vr-body (BRQ) 0.13 1.63 -1.13 1.71 0.38 1.82 -1.06 1.69

Mirror (BRQ) 0.31 1.66 -1.13 1.54 0.06 1.88 -1.38 1.67

Feature (BRQ) -0.13 1.78 -1.38 1.50 -0.19 1.80 -1.63 1.26

Agency (BRQ) 2.00 0.89 1.38 1.36 1.75 1.00 1.25 1.29

Twobodies (BRQ) -0.81 1.76 -0.63 1.36 -0.69 1.20 -0.38 1.96

General presences (IPQ) 4.25 0.58 3.81 1.42 4.00 1.03 3.56 1.15

Experienced realism (IPQ) 2.78 0.89 2.03 0.76 2.89 0.86 2.05 0.84

Enjoyment (IMI) 5.36 1.09 4.84 1.17 5.03 1.07 4.77 1.09

Perceived Competence 4.79 0.64 4.51 0.84 4.35 0.98 4.09 1.05

Score (reaction wall) 47.44 9.67 47.63 8.97 36.69 7.10 35.75 6.33

Error rate (reaction wall) 84.82 2.21 84.81 3.18 86.08 1.86 85.57 2.21

Repetitions (barbell) 16.44 5.20 15.38 5.23 15.63 4.23 14.63 4.65

Heart rate (reaction wall) 102.28 12.55 103.47 13.05 103.99 16.97 103.26 14.75

Heart rate (barbell) 100.57 15.00 99.33 15.30 101.56 15.89 102.04 14.80

Table 1: Depicts the descriptive results of all measures of the second study for all combinations of Visual Appearance/Latency.

Because of character limitations, we replaced the original identifier of the levels of Visual Appearance with shorter place-

holders. Avatar A refers to the perceived as more fit avatar, while Avatar B refers to the perceived as less fit Avatar.

(ART)-ANOVAs of Performance Measures and Heart Rate

Measure Effector DF, Residual F-Value p-Value eta2p

Score (reation wall)*

Visual Appearance 1, 15 .118 .738 .008

Latency 1, 15 110.505 <.001 .880

Visual Appearance x Latency 1, 15 .110 .747 .007

Error rate (reation wall)*

Visual Appearance 1, 15 2.118 .151 .124

Latency 1, 15 14.845 .002 .497

Visual Appearance x Latency 1, 15 .437 .519 .028

Repetitions (barbell)

Visual Appearance 1, 15 12.23 .034 .096

Latency 1, 15 .755 .390 .016

Visual Appearance x Latency 1, 15 .330 .569 .007

Heart rate (reation wall)*

Visual Appearance 1, 15 .348 .564 .023

Latency 1, 15 454 .511 .023

Visual Appearance x Latency 1, 15 .348 .564 .029

Heart rate (barbell)*

Visual Appearance 1, 15 .197 .663 .013

Latency 1, 15 3.580 .078 .193

Visual Appearance x Latency 1, 15 .546 .471 .035

Table 2: Depicts the full statistical results of the second study for the performance measures and heart rate. Significant results

are bold. An asterisks at the measure denotes if an ANOVA(*) or an ART-ANOVA was used to analyse this measure.
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Table 3: Depicts the full statistical results of the second study for the Perceived Exertion, Body Representation Questionnaire

(BRQ), Igroup Presence Questionnaire (IPQ), and the Intrinsic Motivation Inventory (IMI). Significant results are bold. An

asterisks at the measure denotes if an ANOVA(*) or an ART-ANOVA was used to analyse this measure.
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