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ABSTRACT 
As our society ages and technology becomes increasingly om-
nipresent, the use of Mixed Reality (MR) in private and health-
related domains inevitably encounters the older population. This 
intersection presents unique challenges and opportunities for the 
integration of MR technology into the lives of elderlies. We con-
ducted a qualitative study (N=7) using think-aloud interviews to 
gain in-depth insights into the usage of MR devices by elderly peo-
ple. Using thematic analysis we identifed barriers and facilitators 
for elderly engagement with MR: emotional response, ergonomics 
and handling, utility, learning competence, and acceptance. Our 
fndings highlight the roles of timing, responsiveness, and skepti-
cism towards the technology, which can act as a deterrent to the 
participation of elderlies. We contribute with a refned understand-
ing of the elderly’s interaction with MR and recommendations for 
elderly-centric MR technology adoption. 
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1 INTRODUCTION 
The emergence of Mixed Reality (MR) technology has initiated a 
transformative era in human-computer interaction, ofering im-
mersive experiences that blend physical and digital worlds. MR 
technology, as a multimodal medium, presents various sensory and 
physical challenges [27, 56, 65, 73]. Simultaneously, its adaptive 
architecture makes MR systems particularly efective at overcom-
ing barriers related to physical functions and cognition [1, 10, 18]. 
Therefore, MR technology has gained popularity in various felds, 
especially for use by the functionally impaired, ranging from reha-
bilitation [6, 16, 30, 64] to improved communication and cognitive 
enhancement [11, 12]. 

Due to demographic change, many countries are experiencing an 
aging population. This has created a growing demand for technolo-
gies that can enhance the lives of older individuals, promoting their 
independence and autonomy [23], and providing them with new 
engaging applications for sports [42] and rehabilitation [16, 30]. MR 
has emerged as a promising solution, ofering new possibilities to 
improve the daily lives and social engagement of older people [22]. 
There is signifcant potential for the use of these technologies 
among older adults. MR devices, encompassing both augmented 
and virtual realities, present unique opportunities and challenges 
in the design and implementation of user interfaces, especially for 
older adults who often face physical and cognitive changes afect-
ing their interaction with technology [53]. The signifcance of MR 
technology extends to enhancing the lives of the elderly by higher 
social connectedness through user-centered design [23], and auto-
biographical recalls in Virtual Reality (VR) for people with memory 
loss or even dementia [35]. 

Despite its promise, there is a lack of knowledge concerning the 
elderly’s comprehensive engagement with MR devices, highlight-
ing a need for research focused on their specifc usability needs, 
the overall user experience [31], and age-friendly MR interface 
design [62]. Making MR more intuitive and natural to use could 
lead to MR devices being more familiar and motivating tools with 
assistive user interfaces for older individuals [13, 69, 78]. Evaluat-
ing the ergonomic design of MR devices for older adults requires 
identifying key usability factors and obstacles, considering both 
their physical and cognitive needs. The use of MR devices can be 
challenging for older individuals, as they are often not designed 
with their specifc needs in mind, presenting them with impor-
tant hurdles such as cable management or the complexity of the 
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structure of the input devices (controllers) [33, 56]. The use of MR 
technology poses several challenges for older people, including 
vision impairments, reduced motor skills, and difculties in navi-
gating virtual environments [74]. These challenges may result in 
limited participation of older individuals in MR experiences, poten-
tially excluding them from the associated benefts such as cognitive 
improvement and increased social interaction [56]. While there is 
limited research on the cognitive performance and well-being of 
older people in this context, numerous studies have explored the 
efects of MR in diferent domains. However, most of these studies 
have primarily focused on younger individuals and their reactions 
to MR, neglecting the impact on older generations [48]. 

In this qualitative user study, we investigated the feedback and 
behavior of seven elderly participants (from 69 to 82 years), per-
forming a number of tasks to test both the hardware ergonomics 
and software usability of MR devices, ranging from hardware han-
dling and software interaction tutorials to engaging with interactive 
sports applications. The goal of this research is the identifcation 
of general barriers before using and during interaction with MR 
technology by the elderly. We evaluated the usability of three difer-
ent state-of-the-art MR devices (Microsoft HoloLens 2, Meta Quest 
2, HP Reverb G2 Omnicept) and presented the barriers and facil-
itators imposed on the elderly by the interaction with these MR 
devices. Our fndings indicate that how older adults interact with 
MR technology – afected by both the intuitive design of the user 
interface and the physical demands of the devices – signifcantly in-
fuences their willingness and ability to use these technologies. We 
inform the development of MR devices suitable for older users, and 
our fndings can be benefcial in adapting software and hardware, 
paving the way for MR accessibility for people with low technology 
skills. 

2 RELATED WORK 
Research on MR technologies has highlighted their potential for 
health-related areas, remote communication, and empowering the 
autonomy of older people through early, self-organized use. Unlike 
other digital technologies, MR is uniquely capable of meeting the 
needs of older and functionally impaired people due to its direct 
interaction with human sensory perceptions. However, making 
these systems fully accessible to users with cognitive or physical 
impairments remains a challenge. 

2.1 Challenges and Limitations in MR 
Technologies 

The interaction patterns facilitated by MR’s three-dimensional in-
terfaces, while innovative, present notable limitations for individ-
uals with motor or cognitive limitations, like the elderly. Despite 
MR’s increasing popularity across various domains—such as human-
computer interaction [9, 67, 70], entertainment [8, 19, 40], edu-
cation [28, 29, 61], and healthcare [17, 44, 59]—issues like cable 
management, complex input device structures, and the need for 
interaction patterns tailored to specifc needs persist. Research has 
quantifed psychological and physiological responses to immersive 
environments, examining user presence [37, 38, 51], reactions to 
cyber sickness and latency [2, 56], and user motion adaptations, 
particularly in locomotion [27]. Studies have also identifed barriers 

for neurodiverse users, focusing on sensory input challenges [12], 
and issues like text customization, eye strain, and anxiety [24, 57]. 
Additional barriers include the incompatibility of head-mounted 
displays (HMDs) with accessibility aids such as glasses, discomfort 
with VR headsets, agitation, unintentional damage in aged care 
settings, and misinterpretations of virtual as real [24]. The limita-
tions of VR systems in supporting users with low vision [34, 78] 
have been addressed, alongside the critical need for adaptability 
in interactive experiences [72]. Research has also highlighted how 
immersive environments can elicit strong emotional reactions, both 
positive and negative [26], and how to promote positive emotions 
among elderly users with MR [7], primarily focused on the ini-
tial emotional impact without addressing how these emotional 
responses evolve during the usage of the devices, and identifying 
strategies to mitigate negative emotions. 

2.2 Elderly Interaction in MR 
The quality of user experience design of MR applications for the el-
derly is particularly determined by the extent to which satisfaction 
can be enhanced [1]. However, research often applies these tech-
nologies without addressing inherent barriers. These barriers often 
manifest systematically, particularly in terms of practical usability 
for individuals with disabilities [27], and persistently, like in issues 
related to social acceptance [65]. In MR applications, the use of 
controllers can be afected by longer reaction times combined with 
lower psychomotor coordination, making it challenging for elderly 
users to perform tasks that require high precision [73]. However, us-
ing an augmented reality-based training system to promote spatial 
visualization ability for the elderly has proven benefcial [39]. Cog-
nitive decline typically includes a reduction in short-term memory, 
attention to detail, and the ability to learn an unfamiliar domain [75]. 
Therefore, a reduction in spatial cognition in MR applications is to 
be expected when the elderly use them [50, 65]. Cognitive training 
in the elderly using VR has shown to be efective [32]. Interaction 
with Augmented Reality (AR) has shown to be suitable for the 
elderly if new interaction patterns are designed that are tailored 
to their needs [76], but practical implementations tailored to the 
cognitive and motor abilities of older adults for reduction of usage 
barriers are still lacking. Related research has explored the role of 
adaptive interfaces in MR to improve usability, which could beneft 
intuitive and responsive interfaces, crucial for enhancing the user 
experience among elderly users [21]. 

2.3 Solutions and Future Directions in MR 
Technologies 

Addressing the challenges identifed, several studies have presented 
solutions ranging from the design of visual and physical features 
of input devices to encourage user interaction to the integration 
of familiar cues to facilitate the adoption of new technologies by 
the elderly [3, 33, 56, 76]. Familiarity, perceived usefulness, and 
social infuence [66, 71] play signifcant roles in the acceptance of 
new technologies like MR by the elderly. Understanding how these 
perceptions are shaped is crucial for fostering and maintaining a 
positive attitude towards MR technologies. Furthermore, the use 
of MR in therapeutic interventions showcases its potential to sig-
nifcantly impact the daily lives and rehabilitation processes of the 
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elderly and functionally impaired [25, 45, 63, 64]. Yet, a systematic 
and methodical approach to the evaluation and design of assistive 
MR systems is lacking. Our work aims to contribute to this feld 
by focusing on user experience design [1] and the development of 
barrier-free MR applications that are accessible and benefcial to 
all users, particularly the elderly and functionally impaired. The 
use of virtual environments is increasingly the focus of numerous 
therapeutic procedures for elderly and functionally impaired per-
sons [16]. Therapeutic interventions are thereby supported and 
enhanced over a longer period of time. These technologies also 
have the potential to facilitate and enrich the overall daily lives of 
elders and people with disabilities. It is believed that immersive 
environments (three-dimensional environments that enclose the 
subject), such as those provided in MR, can create a particularly 
strong sense of "presence" [63]. Oftentimes, guidance or assistance 
is needed when elderly users are confronted with MR scenarios. 
A study that focused on supporting older and impaired persons 
through a virtual assistance system showed great success [45] by 
projecting virtual real-time path-breaking content in front of them. 
This approach efectively guided them while maintaining their au-
tonomy during the use of rehabilitative systems or light exercise. 
The use of VR to assist in performing movements has shown that by 
combining the benefts of indoor and outdoor activities, the desire 
to exercise can be promoted, particularly in the elderly [25]. 

2.4 Summary 
The potential of MR technologies to improve the quality of life for 
elderly and functionally impaired individuals is clear and increas-
ingly recognized. However, signifcant limitations in MR interfaces, 
such as complex input devices, highlight the need for usability 
and social acceptance research for users with motor or cognitive 
impairments. For elderly users, the importance of designing MR ap-
plications that consider cognitive decline and reduced psychomotor 
coordination suggests the integration of familiar cues to enhance 
their interaction experience. Future solutions propose redesigning 
input devices to be more user-friendly and utilizing MR for thera-
peutic interventions to improve the daily lives and rehabilitation 
processes of the elderly and functionally impaired. 

3 METHODOLOGY 

3.1 Study Design 
We used a qualitative research approach to answer our research 
questions. While participants were interacting with the various MR 
devices, we employed semi-structured interviews, the think-aloud 
method, video observations, and additional subjective question-
naires. This allowed us to gain comprehensive insight into the 
challenges and barriers experienced by older individuals when us-
ing these technologies. The factors of our experiment were the 
diferent types of MR devices tested, varying in design and user 
interface. Based on the initial questions and the literature review, 
we identifed the following research questions: 

RQ 1: What are the physical barriers to using Mixed 
Reality devices, and how do they relate to the physical 
impairments of older users? 

RQ 2: What are the mental barriers preventing older 
individuals from using Mixed Reality devices? 

RQ 3: Are there systematic facilitators during the use of 
Mixed Reality devices by older individuals? 

It should be noted that the focus of our qualitative research was 
not to document the process of introducing older people to the tech-
nology, but rather to intensively experience all potential obstacles 
and interaction difculties. Thus, the researchers only intervened 
to ensure the continuation of the study. This methodological ap-
proach, although time-consuming and potentially frustrating for 
the participants, enabled a profound understanding of the specifc 
challenges and barriers of using mixed reality technology that may 
not have been apparent to technology-savvy users. 

3.2 Mixed Reality Devices 
The three diferent devices for our study were chosen due to their 
distinctive features and capabilities that align with our research 
objectives (see table 1), allowing us to explore the diverse aspects 
of user engagement and interaction within AR and VR environ-
ments, and to cover a wide spectrum of MR experiences. We chose 
two VR HMDs, distinctive in resolutions and functionalities, and 
one AR HMD. One VR HMD is PC-driven, connected via cable, 
with integrated biometric sensors, and the other is a standalone 
VR HMD. All three HMDs are the latest models in their respective 
series. With this setup, we aimed to present a broad overview of 
existing consumer devices and technologies to illustrate the difer-
ence between VR and AR as well as between controller-based and 
hand gesture-based interaction with the 3D environments. 

The Microsoft HoloLens 2 (HoloLens2), launched in 2019, was 
chosen for its advanced MR capabilities, allowing for the projection 
of holograms into the real world, thereby creating an augmented 
reality experience. It ofers a variety of applications as well as 
enterprise-capable applications that can be controlled by interac-
tions through gestures (as well as voice and gaze, which we did not 
present), coupled with its ergonomic design for increased comfort 
and an extended feld of view. 

The Meta Quest 2 (Quest2), released in 2020, was selected for 
its superior VR experience, highlighted by its higher resolution, im-
proved performance, and immersive experience facilitated through 
its use as a standalone HMD with controllers. The six degrees of 
freedom for tracking without external sensors, and the device’s 
compatibility with a broad spectrum of VR games and applications 
further underline its suitability for our research. 

Lastly, the HP Reverb G2 Omnicept Edition (Reverb2), re-
leased in 2021, stands out due to its state-of-the-art sensor system 
to capture biometric data (integrated sensors measure muscle move-
ment, gaze, pupil size; we presented pulse data to the participants) 
in real-time, and along with its compatibility with various VR plat-
forms, makes it a valuable tool for examining the implications of 
VR technology in gaming, training, and medical applications. It also 
provides a high-resolution display. Still, these features come with 
the cost of being PC-driven via a cable, and we were interested in 
whether this could impose a potential limitation on the participants 
of the study. 
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(a) Microsoft HoloLens 2 (b) Meta Quest 2 (c) HP Reverb G2 Omnicept 

Figure 1: The three devices Microsoft HoloLens 2, Meta Quest 2, and HP Reverb G2 Omnicept were evaluated in our study. 

All three MR devices are available in a uniform size and are 
adjustable. According to the manufacturers, the HoloLens2 and the 
Quest2 are suitable for people who wear glasses. Additionally, the 
Quest2 package includes a spacer for glasses. As indicated in Table 1, 
the Reverb2 is the heaviest and largest HMD. Another disadvantage 
is that the device can only be used with a cable. However, this device 
ofers the user the highest resolution and additional features, such 
as the collection of biometric data. In contrast, the Quest2 has the 
lowest weight and allows for wireless use. The HoloLens2, as an 
AR HMD, ofers a fundamentally diferent technology from the two 
VR HMDs. 

Table 1: Technical Data of the three devices. 

Device HoloLens2 Quest2 Reverb2 
Weight 566 g 503 g 722 g 
Dimensions (cm) N / A 19 x 10 x 14 10 x 25 x 29 
Resolution (px/eye) 1440 x 936 1832 x 1920 2160 x 2160 
Display Waveguide LCD LCD 

3.3 Procedure 
Our study was conducted in person in our lab facilities. The study 
took place in a controlled test environment to manage environ-
mental conditions. The room was furnished with a desk and two 
chairs, on which a laptop connected to two monitors was placed. 
The participants’ view through the MR devices was projected to 
a monitor to allow the experimenter to track the progress of the 
interaction. At the other end of the room, a camera was positioned 
to record the entire session. 

Our research procedure began with a structured yet fexible ap-
proach, employing a semi-structured protocol. After handing out 
the consent form, participants were given a brief introduction to 
the topic. The participants were informed about the purpose and 
objectives of the study before it began. To compensate for any 
knowledge gaps, basic terminology was explained to the partici-
pants. Additionally, questions about experiences with VR and AR 
and reservations about technologies were asked. We included an 
initial hardware evaluation phase, clearly distinguishing between 
participants’ impressions of the MR devices as physical objects 
and their experiences using the devices’ software. This distinction 
allows for a more nuanced analysis of usability, encompassing both 

the tangible and intangible aspects of user interaction with MR tech-
nology. Additionally, the order of the devices was randomized to 
minimize potential impacts on the results. The procedure unfolded 
as follows: 

(1) Initial Hardware Evaluation: 
After receiving the Mixed Reality (MR) devices, participants 
frst examined them without activation, sharing initial thoughts 
on appearance, size, and ergonomics. This step sought to un-
derstand immediate responses to design and build, highlight-
ing hardware design’s role in user acceptance and comfort. 

(2) Device Interaction and Tasks: 
Participants were introduced to three MR devices: HoloLens2, 
Quest2, and Reverb2. Before interacting with the devices, 
body mapping forms were administered to identify any pre-
existing physical complaints. The sequence of device presen-
tation was randomized to avoid order efects. Participants 
then proceeded with the following tasks to assess usability 
and interaction experience with the devices’ software: 
• Independently download and install an application. 
• Go through the recommended tutorial for basic device 
interaction. 

• Engage with an interactive sports application. 
The pure usage time of each device lasted about 25 minutes. Dur-

ing these interactions, participants were continuously interviewed, 
and think-aloud protocols were encouraged to provide real-time 
insights into their thought processes, challenges, and perceptions. 
This approach aimed to capture a more in-depth understanding 
of the user experience, allowing researchers to gather qualitative 
data on participants’ interactions with both the hardware and soft-
ware components of each device. In case a participant did not make 
progress, an experimenter was always available to help. Initially, 
participants were provided with verbal instructions to facilitate pro-
gression. In instances where verbal guidance proved insufcient, 
experimenter intervention included temporarily assuming control 
to navigate through the subsequent step. All applications used were 
commercially available, ensuring relevance to everyday user expe-
riences. Before the initial session with the frst device, participants 
completed a pre-use body mapping form. After each session, partic-
ipants completed the Equipment and Display Questionnaire (EDQ) 
and System Usability Scale (SUS) questionnaires, and a post-use 
body mapping form, and participated in an interview to discuss 
their experiences. The procedure was repeated for the remaining 
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devices in randomized order. Following all device interactions, a 
fnal questionnaire session was conducted to directly compare the 
devices and gather preferences and feedback. 

3.4 Participants 
We recruited seven older adult participants, including three fe-
males and four males. The mean age of the participants was 76.29 
(�� = 4.45) ranging from 69 to 82 years. All participants were living 
independently in their own homes and their education ranged from 
primary school degree to Doctorate. In table 2 we report on their 
experience with MR from the post-experiment interview, which 
might be correlated with their prior exposure to computing devices 
that might afect their abilities to interact with our MR devices. 
While three participants disagreed, four participants agreed that 
they had previously used an MR device before; however, they did 
not interact with the device themselves but rather were handed it 
to view predefned content. Participants were recruited via institu-
tional emailing lists, partnering institutions of our research center, 
and word-of-mouth referrals. The study received ethical clearance 
according to our institution’s regulations and hygiene protocols for 
user studies. 

Table 2: Participants’ demographics for the interview study 
[P stands for participant]. Concerning the MR Experience 
"yes (passive)" indicates no interaction. 

ID Age Gender Education Family Mixed 
(Degree) status Reality 

Experience 

P1 82 m Secondary Widowed no 
P2 69 w Primary Divorced no 
P3 81 w Doctorate Widowed yes (passive) 
P4 76 w Primary Widowed yes (passive) 
P5 73 m Master Widowed yes (passive) 
P6 78 m Primary Married yes (passive) 
P7 75 m Bachelor Married no 

3.5 Data Analysis 
Data were analyzed using an inductive approach for thematic cat-
egorization of participants’ comments, followed by a deductive 
approach to answer the research questions. Using an inductive ap-
proach for thematic categorization frst aimed to naturally surface 
patterns or themes directly from the data. This methodological 
switch emphasized a more open exploration of the data at the out-
set, allowing for the discovery of unexpected insights, which are 
then rigorously tested against the research questions through a 
deductive process. 

3.5.1 Thematic Analysis. We recorded 14.53 hours of video and 
audio data (on average 2.07 hours per participant, SD = 0.24 hours) 
and used thematic analysis to analyze our data. Two researchers 
frst went through the data independently and open-coded the 
interviews. They met to discuss the initial codes and form a joint 
codebook. A third researcher was added for the third iteration to 
identify overarching categories. Video recordings were referenced 

as necessary to support this analysis. Open coding was followed by 
axial coding to integrate and refne the categories to form a cohesive 
narrative or theory. ChatGPT 4.0 [and plugins] were used to fnd and 
refne defnitions, as recent research showed that these frameworks 
can be used to amplify the quality of thematic analysis [60, 77]. 
We repeatedly reworked and refned the coding by comparing the 
proposed solutions to our subjective coding analysis outcome. 

3.5.2 Qantitative Analysis. To systematically evaluate the usabil-
ity and user experience of MR devices, we employed some quan-
titative evaluations. The process of body mapping [58] was used 
to pinpoint areas of physical discomfort. Participants indicated on 
a diagram of a human body any discomfort experienced before 
and during device use, rating the severity on a scale from mild to 
severe in numeric values and color. The SUS [43], as a widely used 
tool to assess the overall user-friendliness of a system, involved 
asking the participants to rate the complexity, user-friendliness, 
functional integrity, consistency, and applicability of the devices on 
a scale from one to fve. The EDQ [58] focused on the ergonomics 
of the HMDs in use, inquiring about physical discomfort, posture 
difculties, and visual display issues. 

4 RESULTS RELATED TO THE RESEARCH 
QUESTIONS 

In our frst research question, we wanted to fnd out what the phys-
ical barriers to using Mixed Reality devices are, and how they relate 
to the physical impairments of older users. Our investigation into 
the physical barriers encountered by older adults when using MR 
devices revealed surprising fndings. Contrary to initial expecta-
tions that age-related physical limitations such as diminished vision 
would pose signifcant challenges, it was the timing and user inter-
face responsiveness that emerged as the primary physical barriers. 
This suggests that the physical impairments commonly associated 
with aging were not as prohibitive as the technological limitations 
of MR devices themselves. Psychological concerns, particularly the 
fear of damaging their own glasses or expensive device equipment, 
also played a signifcant role in shaping user experience. Specif-
cally, the gesture-based interactions with devices like the HoloLens2 
were noted to be problematic, highlighting issues of responsiveness. 
The Reverb2 cable was mostly, yet not exclusively, recognized as 
hindering, as expected, and the complex layout of the controller 
buttons, aimed at users experienced with gamepads, also presented 
an initial challenge in device handling. This emphasizes the need 
for standalone functions in VR equipment and intuitive interaction 
paradigms for control units of the devices for older users. 

In our second research question, we investigated the mental 
barriers preventing older individuals from using Mixed Reality 
devices. Our research identifed two main mental barriers hinder-
ing the adoption of MR technology among older adults: perceived 
technological exclusion and the perceived age gap. These barriers 
cultivated a sense of detachment or estrangement from advanced 
technologies, with participants feeling as though MR devices were 
not designed with their age group in mind. This sense of alienation 
was compounded by experiences of difculty and frustration when 
attempting to use VR glasses, leading to feelings of inadequacy 
and incompetence. Such perceptions not only diminished users’ 
confdence in their ability to interact with MR technology but also 
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(a) HoloLens2-App installation (b) HoloLens2-Tutorial (c) HoloLens2-Sports App "Basket Bin" 

(d) Quest2-App installation (e) Quest2-Tutorial (f) Quest2-Sports App "Bowling" 

(g) Reverb2-App installation (h) Reverb2-Tutorial (i) Reverb2-Sports App "Tennis" 

Figure 2: All tasks that participants went through during the procedure. First row: The participant views the tasks on Microsoft 
HoloLens 2: Independent App Installation [a], Tutorial [b], and Sports App "Basket Bin" [c]. Second row: The participant views 
the three tasks with the Meta Quest 2: Independent App Installation [d], Tutorial "First Steps" [e], and Sports App "Bowling" [f]. 
Third row: The participant views the tasks with the HP Reverb 2 Omnisept: Independent App Installation [g], Tutorial [h], and 
Sports App "Tennis", with pulse monitor display (not visible in screenshot) [i]. 

infuenced their overall acceptance and willingness to engage with 
these devices. The fndings suggest that mental barriers, rooted in 
perceptions of age-appropriateness and technological accessibility, 
play a critical role in shaping older adults’ engagement with MR 
technologies. 

Finally, we were interested in whether there are systematic facil-
itators during the use of Mixed Reality devices by older individuals, 
in our third research question. In addressing the facilitators that 
could enhance the MR experience for older adults, our study high-
lights several key factors. Notably, the accurate representation of 
physical objects, including hands and controllers, along with precise 
fnger movements, signifcantly improved user interaction during 
the Quest 2 tutorial. This suggests that visual and interactive f-
delity in MR environments can greatly aid in the learning process. 
Supportive representation and personal assistance were also iden-
tifed as crucial facilitators, indicating the value of guidance and 

support in navigating new technological landscapes. Furthermore, 
the element of awe and novelty in experiencing new environments 
played a signifcant role in motivating older adults to overcome 
initial challenges and adapt to new interaction paradigms. However, 
it was also found that while AR ofered the advantage of keeping 
surroundings visible, the poor quality of interaction in AR settings 
often hindered the learning process, in contrast to VR settings 
where the use of controllers facilitated a quicker adaptation. Emo-
tional responses, including stress and mood, were also signifcant 
in infuencing cognitive performance and decision-making, under-
scoring the complex interplay between emotional well-being and 
technological engagement among older users. 
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5 RESULTS OF THE THEMATIC ANALYSIS 
The harmonized codes from the initial open coding process led 
us to overarching categories from the axial coding. We identifed 
the usability dimensions and preoccupations of the participants. 
Through multiple iterations and discussions, under the lens of 
our research questions, the fnal process led to fve overarching 
themes that seem to play key roles in the engagement of older 
individuals with MR technology. Those were: Emotional Response, 
Ergonomics, User Experience, Learning Competence, and Acceptance. 
The following will explain these and highlight central aspects, each 
supported by corresponding quotes. 

5.1 Emotional Response 
Both positive and negative emotional reactions towards the MR de-
vices were expressed during the study. The most prominent negative 
feelings were despair, fear, and insecurity. Despair was especially 
noticeable when there were problems with operation, for instance, 
when the correct button or combination of buttons could not be 
found, when multiple attempts were necessary for the right timing, 
or when the task was unclear. Participants often became desperate 
after several unsuccessful attempts, thus requiring the motivational 
words of the observer to continue. 

I say close, close! Damn. It doesn’t even do that for me, 
oh man! (P4) 

This is driving me crazy! (P1) 

Glasses wearers were afraid for their glasses, fearing they might 
bend or scratch, when participants commented ”But this doesn’t 
work with the glasses. I’m afraid I might scratch my glasses with 
it.” (P2), ”I’m worried that my glasses are now bent.” (P2), or ”I’ll 
take of my glasses frst, otherwise they might break.” (P7). Dur-
ing immersion, it happened that participants hit the wall with 
the controller. Surprisingly, participants were not afraid of hitting 
something. Upon inquiry, participants stated that the presence of 
an observer provided them with a sense of security. However, some 
participants were afraid of moving freely. Observations made it 
clear that this led to a restriction of the range of motion grid. It was 
observed that these individuals held their arms closer and more 
rigidly to the body and also took only small steps upon request. 
These individuals required increased assistance from the observer 
regarding physical positioning to fulfll the task. The representation 
of the virtual environment infuenced the emotional state. A partic-
ipant reported in one virtual environment the lack of "support" and 
in another, a feeling of security. The greatest sense of security was 
felt with HoloLens2, due to the visibility of the real environment. 

It’s up to me, this insecurity of standing in a room where 
I have no grip. It’s the same as when I’m hiking in the 
mountains and then suddenly feel sick and sometimes 
have to give up. It’s this spatial security. But that’s my 
psyche. (P1) 

Another participant reported feeling insecure due to the high 
support pillars in the virtual environment and stated ”It gives the 
impression of looking into a cave.” (P2). Positive emotions were 

expressed through excitement and fun during use. Especially the 
visual representation of the environment amazed the participants: 
”That was fantastic!” (P1) [on the Sports App with the Reverb2]. 
Some even associated the environments with old memories such as 
a vacation, when they explained ”I think I’m in the mountains now. 
Just miss the nettles jumping around. Yes, beautiful image, beautiful 
panorama, very nice.” (P6). Particularly the sports activities were 
perceived positively and therefore commented on with ”It was 
really fun.” (P3), and ”It’s so exciting!” (P4). 

5.2 Ergonomics and Handling 
Physical impairments were divided into pre and post-complaints. 
Pre-complaints were initially independent of the use of mixed 
reality devices but can hurt the experience. The mentioned pre-
complaints include visual impairments, back pain, nerve pain, hear-
ing loss, sensitivity to weather, immobility, and vertebral fractures 
due to osteoporosis. Particularly, visual impairment was identifed 
as an obstacle. Various forms of visual impairment and visual aids 
were recognized: astigmatism, glaucoma surgery, reading glasses, 
and progressive lenses. One participant reported that due to his 
visual impairment in the left eye, he occasionally has to squint to 
see clearly. 

I think that if someone doesn’t have this defect in an 
eye, it would be better. (P1) 

Wearing glasses in combination with a headset posed an ad-
ditional problem. Especially for participants wearing progressive 
lenses, even small contact points with the glasses can distort vision. 

It probably has to do with the glasses. Glasses wearers 
are always at a disadvantage in such cases. And it will be 
diferent for every glass wearer. You probably don’t have 
problems. Any contact with the glasses with something 
else naturally shifts the perspective. So, glasses wearers 
will always have a bit of a problem. (P7) 

Hearing loss also posed an obstacle while completing tasks, ev-
ident as a participant stated, ”I sometimes didn’t understand it 
acoustically.” (P1). Post-complaints are caused by using the devices 
or exacerbate pre-complaints. These include loss of concentration, 
dizziness, pressure on the glasses, and (increased) back pain. The 
loss of concentration combined with back pain was so signifcant 
for one participant that the study had to be continued on another 
day. He stated that he ”...had back pain and had to concentrate and 
was distracted by my back pain. That was an additional issue. It 
was stupid. Sorry.” (P1). 

The strongest complaints were caused by back pain. Participants 
who reported back pain as a pre-complaint experienced increased 
pain. Another participant stated that the required movements also 
infuenced the back pain (see Table 3). 

It’s way too fast. I can’t do these quick movements, it 
hurts my back. (P4) 

Dizziness was also caused by using the devices, which led to the 
need for breaks in between. Moreover, dizziness can trigger fears 
of movement, which can be an additional hurdle. The participant 
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complained that the dizziness is "simply caused by the glasses" 
referring to the tight ft of the VR glasses. 

I don’t want to turn around completely because I feel a 
bit dizzy. May I please sit down for a moment? Oh, it’s 
terrible. It’s extremely uncomfortable. (P2) 

A crucial factor here was the positioning of participants in the 
virtual environment. Four possible misalignments of the body were 
identifed: too far to the right, too far to the left, too far forward, too 
far back. It was observed that participants were not aware of their 
misalignment. Additionally, gestures are a component of interaction 
with the virtual world, where unclear, slow, and tense movements 
were observed. Here, the physical ftness of the participants plays 
a decisive role. Physical ftness was noticeable through exhaustion, 
accuracy, reaction capability, and fne and gross motor skills. Fea-
tures like device weight, display, and tracking were perceived as 
hindrances. One participant’s face went ”...all red from the efort. It’s 
strenuous.” (P1). Conversely, another participant described physical 
activity as ”on a low level.” (P3). Depending on physical ftness, 
the need to sit varied greatly. For many participants, especially 
long-standing caused back pain. 

In handling the controllers, it was observed that there was confu-
sion about the controllers’ top and bottom sides, and the controllers 
were held in the wrong hand. Also, in handling, positioning plays a 
crucial role. The hand can be too far forward or too back in the VR 
environment, and the arm too high or too low. Furthermore, the 
positioning of fngers led to obstacles in use, when middle and index 
fngers did not lie over the corresponding buttons. A participant 
was forced to support the headset from below due to the tight ft 
of Reverb2 on the glasses and commented that he had ”...to hold 
it. [If you let go, is it then too loose?] Yes, it slips down and also 
presses hard on my glasses. So that doesn’t work. No, it’s way too 
tight.” (P1). The Reverb2 is also the heaviest of the three devices 
(see Table 1). 

Thus, the device could only be operated with one controller. Due 
to the supporting posture of the arm, the participant experienced 
pain in the left shoulder (see Table 3). It was criticized that the 
weight pulls the headset down and presses too hard on the glasses 
or facial area. The design as a product feature elicited both posi-
tive and negative factors. A wired use was perceived negatively by 
the participants when they commented ”It would be a failure for 
me if it’s complicated with the computer.” (P4), or ”Of course, it’s 
also something you can walk around with if it’s not wired.” (P3). 
A participant assumed someone was behind him when it was the 
cable on his shoulder. Another participant sees the advantage of 
the connection to the computer: ”I’d say it’s more of a plus because 
the range of functions naturally increases. If it works entirely au-
tonomously like the other, then somehow the range of functions is 
a bit limited, potentially possible range of functions. It should have 
more variability.” (P7). Associations like ”astronaut helmet” (P4), 
”atomic mask” (P5), ”bicycle helmet” (P6), or even ”gas mask” (P5) 
were evoked by the design of the devices. The size and also the 
color of the device were named as relevant. 

The design, if possible, a bit smaller, a bit nicer, more 
stylish, also the color - the white - black is more discreet, 
makes [it] look slimmer. (P5) 

It was observed that individual components, such as the wheel 
for adjustment of the focal distance, were recognized and intuitively 
used by the participants. The perceived ease of use greatly infu-
enced the participants’ evaluation. From observations, it was clear 
that operating with the hands posed a greater hurdle than oper-
ating the controllers. The controllers posed a challenge, ”because 
the buttons were new” (P7), but ”..the functions are clear.” (P7). Re-
garding hand operation on HoloLens2, a participant said: ”Even if 
the operation is simpler, I have my difculties here.” (P6). Typing 
with fngers was generally found annoying by the participants on 
HoloLens2. 

I found it easier with the controllers. This fngertip typ-
ing is sometimes quite a search. (P1) 

The quality of all three displays generally convinced the partici-
pants. It looks ”real” (P6, P5), and was described by the participants 
as ”great” (P2, P3, P4) and ”beautiful.” (P2, P4, P1). Furthermore, an 
application on Quest2 was praised by a participant because of the 
”perfect animation” (P5). However, the display could also impair the 
experience. The display contributed to overwhelming one partici-
pant. As a reason, he mentioned ”It might also be because of the 
decor” (P1). In a VR environment, too many objects could lead to 
confusion and distraction from the actual task. The participant also 
perceived that the strain on his eyes was diferent from the real 
world while stating ”...as if I’m in a planetarium because I’m staring 
all the time” (P1). In an AR environment, however, the ”3D efect is 
not so strong” (P1). Still, also seeing the real and familiar environ-
ment gave the participant a sense of security. Moreover, the display 
could serve as support for the task. ”It even lights up” (P4). For 
many participants, clicking on specifc buttons or interactive felds 
posed an obstacle. A visual response made it easier for participants 
to operate. 

I wasn’t quite clear on how to activate the individual 
felds or when they were active (P2) 

And I also don’t notice whether he’s got it now. So the 
grey box is missing or some kind of sign. (P2) 

The visual display of controllers or hands proved to be helpful for 
participants in interactions (see Figure 3). For example, a participant 
noticed through the display that she was holding the controllers 
in the wrong hand. However, visual aids must be recognizable. 
Especially with HoloLens2, participants had difculty following the 
tracking of their hand on the display because the representation was 
not clear enough. They tried to follow the visual aid, but the cursor 
was too small: ”I don’t see a point.” (P6), or not recognizable: ”But 
that’s also because the color is very light.” (P3). Another product 
feature that was pointed to as hindering in HoloLens2 was the 
feld of view. To open the menu on HoloLens2, participants had to 
stretch their arms forward and tap on the inside of the wrist. This 
presupposes that the wrist is recognized by the sensors and that the 
hand is within sight. The problem for participants was that they 
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could see their wrists through the glasses even outside the feld of 
view and therefore did not understand why the menu hologram 
did not appear on the wrist. 

Now it has recognized my press, but again nothing 
happens. (P5) 

Tracking, especially with HoloLens2, posed an obstacle. Partici-
pants complained that tapping was not recognized and the device’s 
response was too slow. Tapping on the virtual display was com-
pared by participants to using a smartphone: ”So on the phone, it’s 
diferent. I have to say that. It’s still too difcult to operate in that 
regard.” (P4). 

In the course of observation, participants made suggestions for 
improvement regarding the use of mixed reality devices. A partici-
pant commented on the design of the devices to have them smaller 
and lighter, and ”...just for the eyes, without headgear, like glasses, 
like a diving mask.” (P6). 

5.3 Utility 
Proper timing during interaction and for interface operations and 
user-interface responsiveness posed a signifcant hurdle, with prior 
technical experience with modern technologies positively infuenc-
ing competence. Interactive situations where there was a mismatch 
or lack of synchronization between expected or natural timing pat-
terns of the perception of sensory inputs, like fnger movement 
with the anticipated tempo or pattern in which the user-interface 
elements responded, were a constant recurring cause of frustration. 

The representation of the participant’s embodiment highly af-
fected the perceived accessibility of the user interface, especially 
the buttons. Visual perception is closely connected to the body and 
thus infuences the operation of parts of the body, in the case of 
VR the virtual hands, or in the case of AR the hand extensions like 
ray casts. For example, the Oculus button on the controller of the 
Quest2 had to be pressed to reach the general menu of the device’s 
user interface. In these cases, the controller is visually represented 
on the display, but not the user’s fngers. This posed an obstacle for 
all participants, necessitating the experimenter to press the button 
for them. While participants were in the Tutorial of the Quest2, both 
the controller and the hands were represented in the embodiment 
of the user, which showed a huge advantage in the operation. 

Yes, so I see the X and the Y. Oh, that below is the 
Windows sign? That’s hard to recognize. How do I get 
there? I can’t reach it at all. (P4) 

I can’t press anything because I don’t see my thumbs. 
(P7) 

Embodiments could be recognized in the applications as the con-
troller, the controller with an artifcial hand, the artifcial hand, or 
the virtual object. Here, hands can be replaced by "gloves" or con-
trollers or even disappear entirely. It is important to mention that 
the representation of hands does not depict the actual movement 
of hands and fngers but rather the controllers and their respec-
tive button functions. The diferent representations of hands in the 
virtual environment elicited varying reactions. 

You have to move your hand quite diferently than in 
reality. (P4) 

I didn’t quite get along with these hands - although 
it’s wonderful when these gloves appear and then the 
fngers that you should use light up. Then, of course, 
I just have to fnd the right button, which I still don’t 
know. [...] So the grip button is still the one I feel but no 
longer see. (P4) 

The controllers as a reason for irritation were distinguished by 
a participant as follows, while he proposed an interaction similar 
to a ray cast with dwell function: 

What’s irritating anyway: You do have the haptic feed-
back that you’re holding them in your hand, but the 
two virtual parts there, they don’t belong to it. You can 
act with these lightsabers, but they are not the ones you 
press. (P4) 

In an AR environment, visual representation also led to irritation, 
as participants often confused the virtual hand, which serves as 
assistance, with their hand, even though their hand is visible in the 
AR environment. 

It caused more confusion than help. (P3) 

Another participant pointed out the issue of accuracy and em-
phasized: 

I’m an impatient person and if I have to juggle back 
and forth forever - Although I accept, you need a certain 
learning phase, also with the mouse, but it should be 
signifcantly shorter. (P5) 

A specifc suggestion for change was to "...mark it [the circle] 
and then slide it in over a large area." (P5). This comment referred 
to the participant’s difculty in operating the user interface with 
the hand on HoloLens2. Another participant criticized the motion 
detection of the device and suggested, "that the motion leads to me 
catching it right away. And as you saw, I pressed all the time and 
nothing happened." (P4). Such improper timing was a major hurdle 
in operating all three devices. What is meant here is that buttons 
on the controller or the virtual display were not pressed at the 
correct point in time or for the required duration. At some points, 
the necessary duration was only a few seconds longer to trigger a 
diferent function than intended. For example, a participant wants 
to start an application and presses too long on the feld: 

...and it says to release? What does release mean again? 
[...] I can’t as quickly as you mean. I can’t do that. 
[talking to the device] (P4) 

Participants were aware that the impulse was not accepted as 
desired but did not know why. "It blinks every time somehow, but 
then still nothing happens. I don’t understand. The beam turns blue 
briefy and then I let go." (P4). Multiple attempts and instructions 
from the observer were required for successful operation. It was 
observed that participants who initially did not receive support 
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often did not vary the timing and relied on repetitive movements. 
This also applied to other required movements. "I fgured out the 
trick that if I press briefy, then it goes immediately. I pressed too 
long before." (P1). Observations revealed that participants also un-
intentionally pressed a button continuously. Another problem was 
the delayed pressing of buttons when a combination of buttons was 
required. 

5.4 Learning Competence 
The participants’ competence was particularly evident through 
their technical prior experience, the need for help, and the learning 
process. Some participants had already experienced VR. None of the 
participants had previously encountered AR. The extent to which 
the participants were generally familiar with modern technologies 
was also apparent in the study. 

So with these apps and stuf. I don’t have such a thing. 
I have such an old-fashioned phone. I don’t have such a 
thing. Difcult topic, apps. (P1) 

A normal grandma like me, she doesn’t know that. (P4) 

Moreover, it could occur that users had a basic understanding 
of how VR works, evident in the statement: ”There’s nothing to 
tap there. It’s virtual” (P4). Conversely, for other participants, the 
smartphone is part of everyday life: ”The stuf you need in the 
household” (P7). Tasks like downloading an app were not an ob-
stacle for these participants. Familiarity with the interface made 
it easier for these participants to use the MR interface, ”...since 
it’s identical, in terms of look and feel, to the smartphone.” (P5). 
Participants who were already familiar with the use of modern 
technologies like smartphones were able to navigate virtual envi-
ronments more easily and quickly. In contrast, participants with 
lower technology afnity relied on the observer’s assistance. Thus, 
they needed additional hints to complete tasks. 

[And how did you try to deal with the problems?] By you 
helping. If I had been alone, I would have kept trying 
and eventually realized what was right. (P7) 

Particularly, new terminologies posed a hurdle, so it was often 
unclear which button was meant. It also happened that felds were 
clicked unintentionally. Often, participants were not aware why it 
"suddenly" worked after multiple attempts: ”...it’s by chance” (P7), 
”So it worked once, but next time... no idea” (P1). Observations 
showed that accuracy improved ”bit by bit” (P1) with practice. De-
pending on the participant’s competence, the adaptation period 
varied in length. However, all participants said they needed some 
time to learn the operation: 

When I fgured out that only these two buttons need to 
be pressed for bowling. Then it became easier. (P1) 

I fgured out the trick that if I press briefy, then it goes 
immediately. (P1) 

Many participants emphasized that they had no experience with 
computer games and therefore needed an extended period of ac-
climatization: ”...takes getting used to. I never played such games 
before on the computer. So I’m a bit inexperienced, but it’s quite 
easy to learn things.” (P3). The learning process could be facili-
tated by supportive representation: ”A bit of practice, but luckily 
there’s text here that I can read. But surely with practice, it’s no 
problem, just like eventually learning what’s left and right with a 
mouse.” (P5). One participant suggested that the device (Quest2) 
should be adjusted to ft perfectly the frst time so that only minor 
adjustments are needed. (P4) 

5.5 Acceptance 
Concerns or even fears were expressed that MR may become too 
dominant in the future, potentially neglecting real-world interests. 
These concerns could lead to elders being inhibited during use. 
During the study, various reservations regarding the use of mixed 
reality devices were recognized through the comments of the par-
ticipants. Some participants expressed concerns that the use of MR 
systems might be problematic for children, as they could have dif-
culties distinguishing reality from fction. A participant expressed 
it as follows: 

I don’t know how the little kids handle it, whether there 
are also difculties in distinguishing reality from fction. 
(P3) 

Another reservation expressed by participants is the potential 
addiction risk through the use of mixed reality devices. A participant 
expressed concern that some people might become addicted and live 
only in the virtual world (P7). Another participant emphasized the 
importance of interpersonal relationships and expressed concern 
that they could be lost through the use of MR systems. 

I don’t want to experience having to converse with a 
computer or marry a computer. We are human beings 
with fesh and blood and soul and spirit. That should 
be preserved. (P6) 

This general skepticism towards the devices, regarding whether 
it makes sense that they were developed, was accompanied by a 
distrust in one’s abilities to use these devices themselves. Partici-
pants expressed a feeling of being the ”wrong candidate” (P1) or 
”not being suitable” (P2) during device use. This seems to stem from 
age-related barriers and from the perception that technologies like 
MR glasses are primarily designed for younger generations who 
are more tech-savvy or accustomed to digital experiences. They 
felt that the technology was not intuitive for them, and tailored 
to the preferences of a diferent age group, leading to a sense of 
not belonging. This perceived technology exclusion was expressed 
through statements that one feels the technology is not designed 
for someone of their age or background, making them feel out of 
place or inadequate when trying to use it. 

So, little by little, yes. But if you’re technically gifted, 
it’s probably easier. And unfortunately, that’s not the 
case for me. . . . (P1) 
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Statements like “Younger individuals who have grown up with 
advanced technology may fnd it easier to interact with [this device] 
than me as a senior who did not have exposure to such innovations 
during their formative years.” (P1, P2, P3) highlight the impression 
of a potential divide between older and younger generations regard-
ing technology adoption and acceptance, pointing to a perceived 
generational gap. 

For older people who are not used to it, it’s difcult. 
[What exactly is difcult?] Yes, because I try to under-
stand it rationally, but somehow, I have to turn of my 
rationality... Turn of the intelligence to artifcial. And 
that... I think I resist that. (P1) 

The statement about leaving logic behind indicates that the par-
ticipant perceived the experience as something diferent from their 
conventional understanding of reality. As MR technology trans-
ported the older users to simulated environments, a cognitive shift 
is required as a willingness to embrace the virtual world as an 
extension of reality. Some of the participants struggled with that 
because this mental concept was unfamiliar to them. If participants 
experience awe, this was a big facilitator to overcome this hurdle. 
When the environment initially impressed the participant when 
entering the experience, the cognitive shift seemed a lot easier and 
participants responded with intrinsic motivation to engage even 
with unfamiliar user-interface elements. 

Nice. That is my dream landscape. The two beams that 
are now going forward, what are they doing? (P3 enter-
ing the Reverb2 Portal) [You can use those to select and 
press things.] 

5.6 Summary 
Five key factors infuencing the engagement of older adults with 
MR devices were identifed. In the category Emotional response, 
the users’ feelings and psychological impacts from using the MR 
device became evident. This category captures the emotional and 
psychological reactions of participants, from awe and stress to vari-
ous psychological barriers and experiences of feeling overwhelmed 
by too much information. It can range from joy and satisfaction to 
frustration and anxiety. Statements shed light on the capability of 
technology to make participants feel overwhelmed (technostress) 
or express fear of making mistakes but also feel awe. Situations in 
which positive or negative stress was expressed, and also instances 
where they felt bombarded with too much information, leading to 
confusion or discomfort, were the subject of this category. The Er-
gonomics and Handling category refers to the physical comfort 
and ease of using devices such as glasses and controllers. This en-
compasses the physical interaction with the product, including its 
design, comfort, ease of use, and any physical strain it might cause 
or alleviate. Participants’ comments on the comfort or discomfort 
of the devices during use were a great example of how physical 
discomfort varies signifcantly with age and can be exacerbated by 
MR device use. Some participants had impairments like back pain 
and vision problems, which were particularly obstructive during 
the use of all three devices. Comments on the accuracy of device 
tracking or the usefulness of multimodal inputs were examples of 

this. The Usability category encompassed the overall satisfaction, 
intuitiveness, and engagement with the MR device. It focuses on 
the overall user experience, including the interface’s responsive-
ness and clarity. This encompasses the overall experience of using 
the MR device, including interface design, ease of learning, intu-
itiveness, and the satisfaction of interaction. It’s about how users 
engage with the MR device and their overall journey from novice to 
profcient users. Interaction and UX are central concepts. Feedback 
statements from this category showed how intuitive or confusing 
the user interface was, including frustration because of the lack of 
response of the interface (HoloLens2 pinch gesture). The Learning 
Competence category examined the ease of learning and users’ 
development of profciency with the MR device. Here, the focus is 
on the learning curve associated with the MR device and how users 
develop competence over time. This code looks at the resources and 
support provided for learning, as well as the challenges users may 
face in becoming profcient. Examples of these challenges included 
low learning curves or participants needing help to understand 
the technology. The category Acceptance encompasses attitudes 
towards MR technology, ranging from curiosity to reservations and 
exclusion. It examines how users accept the device into their lives 
and adapt to its introduction. It includes the willingness and the 
reservations to use the devices, including the shift in understanding 
from traditional to MR environments. 

5.7 Proposed Use Cases 
Discussions among participants revealed a variety of envisioned ap-
plications for AR and VR technologies. The preference for VR leaned 
towards gaming applications, while AR was seen as more suited 
for technical uses. One participant remarked on the HoloLens2, 
highlighting its unsuitability for gaming but potential usefulness 
for other purposes (P7). Regarding the likelihood of purchasing 
such technologies, participants were generally hesitant unless con-
sidered as a gift for younger family members. This sentiment was 
captured in two statements, one expressing willingness to indulge 
a grandchild’s request (P3) and another indicating a decision could 
be infuenced by a partner (P3). 

The value of these devices was tied to their ability to ofer conve-
nience and comfort at least equivalent to current technology such 
as laptops or smartphones, as voiced by one participant (P5). Partic-
ipants also discussed the potential of these technologies to address 
physical ailments. Suggestions included a device that corrects vision 
errors (P3) and an integrated acoustic device to aid hearing (P6). 
Views on additional health-related features like heart rate monitor-
ing were mixed, with one participant dismissing it as an insufcient 
reason for purchase (P5), while another saw potential benefts in 
the medical feld (P1). When imagining possible uses for AR and VR, 
participants cited a range of applications including cognitive en-
hancement (P1, P2), scientifc research (P2), learning new topics (P2), 
exploring new places (P3, P4), and rehabilitation (P2, P4). Specifc 
desires included experiencing underwater scenes without the physi-
cal burden of diving equipment due to health limitations (P4), using 
the technology for work efciency or income generation (P5), select-
ing relaxing panoramas for leisure (P6), and learning or exploring 
from a sedentary position due to age or disability (P7, P3). 
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(c) Experimenter giving support. (a) Controllers in wrong hands. (b) Controllers handling corrected by 
own estimation. 

Figure 3: Illustration of visual assistance through the display of hand-models in VR, from the initial mistake in controller 
handling to the user’s self-correction, and assistance from experimenter by providing aid via holding participant’s arm, when 
her spacial orientation was lost. 

6 QUANTITATIVE RESULTS 
The complaints of participants before the study (pre-complaints) 
and those caused by each device on average among all participants 
were evaluated by the body mapping questionnaire (see Table 3) 
and the SUS questionnaire (see Table 4). To conclude the devices, 
body mapping was also completed before using the devices, and 
any complaints not directly attributed to the use were excluded 
from the analysis. The results show diferences in terms of the 
severity and type of pain, with HoloLens2 causing the most severe 
discomfort. Notably, the SUS score for HoloLens2 is also the lowest. 
Interestingly, all devices fall below the recommended value of 70, 
suggested as a threshold for the acceptance of technology (c.f. [4]). 
A value below 40 is considered an indicator of poor usability, which 
is the case for HoloLens2. 

Table 3: Number of physical complaints from participants 
from the Body Mapping. The table provides information on 
the complaints of participants before the study and those 
caused by each device on average among all participants. 

Condition Body Part 
Pre- Back pain 
complaints 
HoloLens2 Back pain 

mild moderate 
2 2 

2 1 

severe 
0 

1 

Total 
4 

4 

Wrist 1 0 0 1 

Quest2 Back pain 1 1 1 3 

Reverb2 Back pain 1 1 1 3 

Left shoulder 1 0 0 1 

For a comprehensive analysis of physical impairments related to 
MR devices, the EDQ was used. The results from Table 4 indicate 
that particularly the virtual reality headsets, Quest2 and Reverb2, 
cause complaints around the head. Specifcally, the placement of 
Quest2 on the head posed an obstacle for 43% of participants and 
led to physical discomfort. Adjustments were necessary even after 

Table 4: Results of SUS Questionnaire. 

HoloLens2 Quest2 Reverb2 

35,357 63,214 60,357 

the device was ftted, suggesting a general problem with the attach-
ment to the head. For Reverb2, the weight, which is 30% heavier 
than Quest2, was the main reason for physical complaints. As indi-
cated by Question 6, a higher number of participants reported that 
Reverb2 exerted pressure. Some of these problems could be due 
to incorrect ftting of the devices, potentially leading to increased 
pressure points. Moreover, it is important to note that the com-
plaints reported in the EDQ were higher than in the body mapping. 
This could be because participants did not experience pain, but 
felt physical impairments (c.f. [58]). However, this might indicate 
that prolonged use could lead to increased impairments. Quest2 
and Reverb2 are associated with impairments that can afect the 
user’s posture. In particular, most users who used Reverb2 reported 
having difculty moving their heads. This may be due to the wired 
use and the weight of the device. In contrast, users of HoloLens2 
did not express any posture-related complaints due to the hard-
ware. However, the response to Question 8 revealed that 43% were 
impaired due to system requirements. It became clear that not only 
the hardware but also the interaction with the system can pose a 
physical challenge related to ergonomic issues. 

The display is an important ergonomic aspect as it directly in-
fuences the user’s visual experience. From the results, it was ev-
ident that problems related to the display also arose. Specifcally, 
HoloLens2 had the most issues related to the display. 71% of par-
ticipants found the feld of view to be insufcient. However, it is 
interesting to note that the quality of the display itself does not pose 
a problem, as indicated by Question 12. The results are understand-
able since the feld of view of HoloLens2 is signifcantly smaller 
compared to the other two devices. Moreover, HoloLens2 ofers the 
lowest resolution. While Reverb2 provides the highest resolution, 
it does not stand out in the results compared to Quest2. Partici-
pants experienced difculties operating all devices. Remembering 
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the button layout as well as reaching and operating the buttons 
posed obstacles. Since HoloLens2 is operated without a controller, 
questions related to controllers refer to hand operation in this case. 

Table 5: Results of EDQ Questionnaire. 

HoloLens2 Quest2 Reverb2 

Posture impaired Head discomfort Head discomfort 
by the system 

Field of view too Head mounting Weight 
small 
Difculties in the Difculties in the Head movement 
operation operation restricted 

* * Difculties in the 
operation 

7 DISCUSSION 
Our study combined data from qualitative insights from think-aloud 
protocols and semi-structured interviews, analyzed through video 
and text transcript evaluations, with body mapping, SUS, and EDQ. 
We investigated the categories of physical and mental barriers 
imposed on elderly users of three MR devices, and if there are 
structural facilitators during the use of the MR devices for this age 
group. We compared the MR devices to understand their strengths 
and weaknesses from the perspective of older users. The study 
revealed an interesting observation: responsiveness and timing 
were among the biggest barriers to technology adoption, with a 
perceived age gap exacerbating feelings of exclusion and inability to 
adapt to new technologies. Related research reports on the elderly 
generally having a positive attitude towards MR technologies [1], 
and showing a general acceptance of MR technologies [5, 55], which 
was evident in our study as well, despite several challenges. 

Our fndings highlight that perceived operational difculty in 
handling the devices, physical discomfort, and emotional reactions 
may infuence older adults’ MR preferences, leading to a need 
for specialized devices with easier interfaces and adjusted con-
tent [18, 49, 76]. The Quest2, in particular, was preferred for its 
superior usability. Despite its heavier weight, HoloLens2 did not 
receive complaints about discomfort, suggesting that weight distri-
bution may be more critical than the weight itself, but it was rated 
as the most uncomfortable device. While EDQ results indicated no 
complaints about display quality, the feld of view of HoloLens2 
was criticized, indicating the importance of this aspect in user 
comfort. Perceived difculty depended on participant competence, 
with notable challenges in interface operation. Surprisingly, not 
only controller operation but also hand operation posed obstacles, 
with timing and button memory being central issues. This con-
trasts with previous studies recommending hand operation for older 
adults [73], though practical issues arose. Constructive features of 
Quest2 and Reverb2’s controllers were similar, suggesting virtual 
interface design might explain difering evaluations, indicating user 
interface design impacts perceived operability. 

Our main fndings highlight the critical role of timing and re-
sponsiveness in technology adoption and engagement. Additionally, 

skepticism towards technology, particularly among older individ-
uals, is identifed as a signifcant barrier. This skepticism is often 
rooted in a perceived "technology exclusion," where the age gap is 
seen as a hindrance to their ability to engage with and adapt to new 
technologies. This belief in their own inability to adapt not only 
afects individual engagement but also contributes to a broader re-
luctance towards embracing technological changes. The experience 
of awe was already shown to be a facilitator in immersive video 
environments [20], which was also evident in our results. Aids by 
the system and the experimenter were efective, which points to 
the fact that an approach of semi-supervised learning [47] might 
be applicable for MR applications. 

Participants expressed a desire for applications that cater to 
the needs of older adults, such as exploring landscapes, engag-
ing in sports interactions, and learning new facts. Willingness to 
use MR technology might be closely tied to available applications. 
Participants were generally open to using MR technologies but 
questioned their practicality and everyday utility, underscoring 
the need for applications that meet older adults’ needs, possibly 
using personalization of the content [18, 36]. Participants valued 
exploring beautiful landscapes, engaging in sports interactions, and 
learning new facts. Those with higher physical ftness preferred 
real-world experiences but were open to MR if real-world activities 
became inaccessible. Our fndings show participants with lower 
physical ftness enjoy viewing landscapes in MR more, especially 
natural landscapes, which can evoke nostalgia [1]. Older adults 
can experience positive emotional well-being efects from VR ex-
periences that evoke memories [73]. This preference underscores 
the importance of designing applications that are not only accessi-
ble but also relevant to their interests and capabilities. The study 
suggests that virtual experiences can evoke positive emotions and 
memories, especially among those with limited physical ftness, 
indicating the potential of MR to improve the quality of life for 
older adults. 

7.1 Implications 
During our evaluation, the precise calibration of gesture recog-
nition—particularly the timing between touch initiation and re-
lease—was paramount, advocating for adaptive systems that ac-
commodate the varied response times characteristic of older users, 
especially when it comes to mid-air gestures [14, 15]. In the realm of 
MR technologies, gestural and touch-based interfaces have emerged 
as promising avenues for enhancing the interaction experience of 
older adults [46], which underscores the potential suitability of 
these interaction paradigms for the elderly demographic, highlight-
ing the critical need for responsiveness and intuitive design. Timely, 
clear, and noticeable feedback for both correct and incorrect ac-
tions and simple and intuitive interaction patterns [54] could be 
key strategies to emphasize usability for the elderly within MR. 
Additionally, the improvement of hand and fnger tracking within 
the display can aid in precise control, making these technologies 
more accessible and enjoyable for older users. 

The optimization of device tracking to improve timing accuracy 
and the incorporation of seating options [79] aims to mitigate phys-
ical discomforts, such as back pain, which are signifcant barriers to 
technology adoption among the elderly. This approach underscores 
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the importance of simplifying MR device operation and tailoring 
content to accommodate the diverse needs and capabilities of the 
older population [27]. To achieve this, we recommend a holistic 
approach to MR device enhancement, focusing on the integration of 
customizable physical features, such as interchangeable lenses, and 
the development of a user-friendly interface that incorporates mul-
timodal feedback mechanisms. These could include tactile feedback 
modalities for timing and button operation, or visual and acoustic 
modalities [52] for error correction and motivational cues [1]. 

Furthermore, addressing ergonomic concerns through general 
device weight, improved feld of view, and simplifed head attach-
ment mechanisms is essential for reducing posture-related discom-
forts and enhancing the overall user experience [68]. These recom-
mendations aim to foster a more inclusive, accessible, and enjoyable 
MR environment for the elderly, potentially expanding their engage-
ment with modern technologies and enriching their lives through 
new, immersive experiences. 

7.2 Limitations and Future Work 
Our fndings are limited by the provision of a relatively small sam-
ple size, which could restrict the generalizability of the fndings. 
Additionally, only initial contact and brief interaction with the de-
vices were observed, while participants noted that an adjustment 
period is required and a training efect occurs. Long-term obser-
vation would be desirable to examine the actual usage behavior 
of the devices. By means of a follow-up, it could be investigated 
what potential design spaces in addressing MR for the elderly exist 
in a user-centered approach [41], paired with an open session on 
possible applications of MR. 

8 CONCLUSION 
This study explored the physical and mental barriers afecting el-
derly engagement with MR technologies and identifed facilitators 
for their use. Key factors impacting older adults’ MR device en-
gagement include emotional response, ergonomics and handling, 
usability, learning competence, and acceptance. Age-related per-
ceptions of technology exclusion and challenges in user interface 
responsiveness present signifcant barriers. However, interest re-
mains high among the elderly for MR applications that cater to their 
interests and capabilities. Recommendations for improving MR 
technology for older users involve simplifying interfaces, accom-
modating slower response times, and using multimodal feedback 
to enhance usability and comfort. These adjustments could make 
MR more enriching and accessible for older adults, suggesting a 
need for further research to refne MR for this demographic. While 
the current cohort of elderly individuals faces specifc challenges, 
future generations might experience changes in their interaction 
with MR technologies, which could afect the durability of these 
fndings. As MR technology continues to evolve, and subsequent 
generations are likely to be more familiar with digital devices, as-
pects related to usability and learning competence might become 
less signifcant. Nevertheless, the mentioned recommendations for 
improving MR technology interfaces, responsiveness, and multi-
modality will likely remain relevant. Ongoing research is necessary 
to ensure that MR technologies continue to meet the needs and 
provide benefts across diferent generations of elderly users. 
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